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Abstract

When did the first ice form on Antarctica? Large, stable ice sheets started to
appear in the Oligocene, but there may have been earlier, transient Palaeocene
glaciations which left only brief traces in the sedimentary record. Correlation
of such traces across theNewZealand region requires the accuracy provided by
magnetostratigraphic dating. However, the sediments that may contain these
traces have extremelyweakmagnetizations, high glaucony concentrations, and
other characteristics which complicate magnetic measurement.

To address these problems, I developed measurement techniques for
weakly magnetized samples and wrote a software package called PuffinPlot to
process themeasurements efficiently. (PuffinPlot is a fully-featured palaeomag-
netic data plotting and analysis programalso intended for use outside the scope
of the thesis.) I also conducted an in-depth rock magnetic study to identify the
remanence-bearing minerals and determine the effects of glaucony on mag-
netic behaviour.The rockmagnetic results indicated that the remanence in the
glauconitic sediments was carried by single-domain magnetite at extremely
low concentrations, and the model I developed for remanence acquisition
showed that this magnetite was capable of carrying a stable primary reman-
ence.

Using PuffinPlot and the results from the rock magnetic experiments, I
conducted palaeomagnetic studies of early Palaeogene sections at the mid-
Waipara River in Canterbury, Fairfield Quarry in eastern Otago, and Camp-
bell Island, 700 km south of New Zealand. At each site I also measured the
anisotropy of magnetic susceptibility (ams) to determine variations in palaeo-
current.Thewide spacing of the sites allows regional effects to be distinguished
from local ones. The sections had several features in common: very weak
magnetization, necessitating specialmeasurement and analysis protocols; poor
response to alternating-field demagnetization, necessitating thermal demag-
netization; and thermal alteration at relatively low temperatures, necessitating
great-circle remagnetization analysis to infer primary remanences.

At Fairfield Quarry, I sampled a 25-metre composite section; 31 of the 58
sites sampled yielded usable data, all of themwith reversed polarity. In conjunc-
tionwith the known location of theK-Pg boundarywithin the section, this con-
strained the entire section to the c29r chron. At the mid-Waipara River, 9 sites
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(of 21 originally sampled) gave reliable directions, all reversed, constraining a
16-metre continuous section to the c26r chron. At Campbell Island, I sampled
two sections in different parts of the island and constructed an integrated strat-
igraphy from a total of 38 site directions, which expanded the known duration
of a major unconformity from around 9.5Ma to 13.4Ma.

The improved age constraints on the Campbell Island section allowed the
unconformity there to be correlated with a change in palaeocurrent at the mid-
Waipara River, with a previously reported Palaeocene horizon of ice-rafted
debris from eastern New Zealand, and with known fluctuations in oxygen iso-
topes during the Palaeocene, implying an extensive glaciation. Some of the
glauconitic horizons at Fairfield Quarry may also be linked to earlier transient
glaciations. Since Antarctica was still attached to Australia and South America
during the Palaeocene, these results imply that circum-Antarctic ocean gate-
ways are unnecessary for Antarctic glaciation.
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1 Introduction

… but I should turn mine ears and hear

The moanings of the homeless sea,
The sound of streams that swift or slow
Draw down Æonian hills, and sow

The dust of continents to be…

– Alfred, Lord Tennyson, ‘In Memoriam’ (Tennyson, 1850)

In this chapter I describe the questions that this thesis seeks to answer. I intro-
duce my field areas and explain their significance, and outline the structure of
the dissertation.

1.1 Background and motivation

1.1.1 Early Cenozoic history of the Antarctic ice sheet

Thehistory andmechanismofAntarctic glaciation is an intensely studied topic,
not least because of recent interest in the impact of anthropogenic CO₂ emis-
sions on the Antarctic ice sheets. For several decades the prevailing model for
Antarctic glaciation was the gateway model (Kennett et al., 1972; Exon et al.,
2000), which posits that Antarctic glaciation was initiated by tectonic events:
as Australia and SouthAmerica broke away fromGondwana, an uninterrupted
deep-water channel progressively formed around Antarctica. The opening of
the Tasmanian Gateway between Antarctica and Australia at around 34Ma left
Antarctica entirely surrounded by ocean (Kennett, 1977). This event led to the
initiation of the Antarctic Circumpolar Current (Barker et al., 2007), thermally
isolating the circum-Antarctic seas from the rest of the world’s oceans. The
gatewaymodel identifies this event as the trigger for the growth of the first large-
scale Antarctic ice sheets in the early Oligocene (Zachos et al., 1992; Breza and
Wise, 1992).

1.1.2 The case for pre-Oligocene Antarctic glaciation

Despite the general acceptance of the earliest Oligocene as the time of the
first widespread and stable Antarctic glaciation (Lawver and Gahagan, 2003),
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there is evidence that smaller, shorter-lived ice sheets may have existed earlier.
One line of evidence comes from records of eustatic sea-level fluctuation: the
curves of Vail et al. (1977), Haq et al. (1987), andMiller et al. (2005) all contain
pre-Oligocene fluctuations of short duration (< 200 kyr) and high amplitude
(tens of metres). Changes in global ice volume are the only known mechan-
ism for producing such large, swift variations in eustatic sea level (Pitman and
Golovchenko, 1983; Miller et al., 2005).

Global ice volume can also be inferred from stable isotope data: the ratio of
oxygen-18 to oxygen-16 in seawater (δ¹⁸O), as recorded in foraminiferal tests,
is controlled by global ice volume, since oxygen-16 is preferentially sequestered
in ice sheets (Miller et al., 1987). Foraminiferal δ¹⁸O is also affected by thewater
temperature during shell formation (Emiliani and Edwards, 1953); however,
the ice-volume signal can be recovered by controlling for temperature using an
independent temperature proxy, such as the foraminiferalmagnesium/calcium
ratio (Rosenthal et al., 1997) and more recently the tex₈₆ proxy (Schouten et
al., 2002) based on planktic lipid compositions.

Abreu and Anderson (1998) summarized direct and indirect evidence for
Antarctic glaciation throughout the Cenozoic, with the earliest direct sedi-
mentological evidence (a water-lain till recovered from odp site 742 in Prydz
Bay) dated to the mid-Eocene. Direct evidence for earlier glaciations is diffi-
cult to find due to a lack of suitable outcrop, but the oxygen isotope record of
Abreu et al. (1998) suggested that parts of Antarctica may have been glaciated
as early as the Early Cretaceous. More recently, Bornemann et al. (2008) found
evidence for an approximately 200 kyr glacial episode during the Cretaceous
supergreenhouse climate; they detected excursions in δ¹⁸O and tex₈₆ values
correlated with a eustatic sea-level fall at around 91.2Ma. They suggested Ant-
arctica as the most likely location for the inferred ice volume of around 18 mil-
lion km³. Galeotti et al. (2009) also succeeded in correlating Late Cretaceous
eustatic sea-level falls with positive δ¹⁸O shifts.

Although data such as those of Bornemann et al. (2008) and Galeotti et
al. (2009) do not directly constrain the location of the inferred ice mass, Ant-
arctica has occupied a southern high-latitude position since the Early Creta-
ceous (Lawver et al., 1992) and is thus a strong candidate. One piece of direct
sedimentological evidence for pre-Oligocene Antarctic glaciation was repor-
ted by Leckie et al. (1995), in the form of mid-Palaeocene dropstones from a
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NewZealandmarinemudstone.Thesewere identified as ice-rafteddebris (ird)
dropped from the bottom of a drifting iceberg. The presence of ird implies not
merely that Antarctica was glaciated in the Palaeocene, but that there was ice
cover all the way to the coastline, suggesting a substantial ice sheet. (Miller
et al. (2005), in comparison, attempted to reconcile the eustatic evidence for
Cretaceous glaciation with the lack of corroborating cold-climate indicators by
suggesting that the Antarctic ice sheets did not reach the ocean.) Ice at the Ant-
arctic margin would be expected to influence ocean circulation, for example
by the production of cold, dense bottom waters.

1.1.3 Non-gateway triggers for Antarctic glaciation

The evidence for partial Antarctic glaciation in the Eocene might be reconcil-
able with the gateway model: the date of the opening of the Drake Passage,
though usually placed at around 31Ma, is not well constrained (Lawver and
Gahagan, 2003). Livermore et al. (2007) argued that the Drake Passage may
have partially opened as early as 50Ma, and that the resulting changes in ocean
circulation may have sufficed to induce Antarctic glaciation. This explanation,
however, cannot account for the evidence for Palaeocene and Cretaceous gla-
ciation.

The CO₂ model (Barker and Thomas, 2004) proposes an alternative cause
for the initiation of Antarctic ice sheets. In thismodel, the dominant control on
glaciation is the atmospheric concentration of carbon dioxide. DeConto and
Pollard (2003b) investigated the effects of CO₂ concentrations and ocean gate-
ways within a general circulation model simulating the initial growth of the
East Antarctic Ice Sheet at around the time of the Eocene/Oligocene boundary.
They found that the opening of the Drake Passage had only a secondary influ-
ence compared to the effect of fluctuations in atmospheric CO₂. In their sim-
ulations, glaciation could be controlled by a 280 ppm change in CO₂ concen-
tration, regardless of whether the Drake Passage was open or closed (DeConto
and Pollard, 2003a, fig. 5); the seaway only controlled ice volume within a nar-
row range of intermediate CO₂ levels.Thismodel is consistent with reconstruc-
tions of Palaeogene atmosphericCO₂ concentrations, which show a sharp drop
at the start of the Oligocene, coinciding with the inception of large-scale Ant-
arctic glaciation (Pagani et al., 2005; Pearson et al., 2009).
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Despite the evidence from numerical models and sea-level fluctuations,
the relative importance of CO₂ and tectonics in Antarctic glaciation is still
contentious (Livermore et al., 2007). A clear sedimentary record of glaciation
before any opening of the Drake Passage would provide compelling evidence
that ocean gateways are unnecessary for the formation of Antarctic ice sheets.
New Zealand is well placed to furnish such a record. Sedimentation around
the New Zealand continent is significantly affected by the Antarctic ice sheet:
cold, dense Antarctic bottom water (aabw) produced at the Antarctic margin
forms the Pacific Deep Western Boundary Current which flows north-east-
ward along the east side of Zealandia (Carter et al., 2004). In order to find
sedimentary evidence for transient pre-Eocene glaciation, it is first necessary
to know what forms such evidence would take; fortunately, a more recent gla-
cial episode provides a useful template.

1.1.4 The Marshall Paraconformity as evidence for glaciation

What trace would a transient Palaeocene glaciation leave in the sedimentary
record of the New Zealand region? Some idea can be gained by examining
a more recent, analogous episode, recorded by the Marshall Paraconformity
(Carter and Landis, 1972; Fulthorpe et al., 1996). The Marshall Paraconform-
ity is a regional, mid-Oligocene unconformity which has been widely correl-
ated at onshore outcrops and offshore wells across the eastern margin of south-
ern New Zealand. On land, it is frequently manifested as a burrowed omission
surface overlain by highly bioturbated greensand, with evidence of some local-
ized subaerial exposure (Lewis, 1992). Dating has revealed that it represents a
2–4Myr hiatus starting at around 32Ma (Fulthorpe et al., 1996). The timing of
this paraconformity coincides with the Oi2 event (Miller et al., 1991), a sharp
drop of 15–30m in eustatic sea level (Haq et al., 1987). The paraconformity is
attributed to the early Oligocene onset of Antarctic glaciation and the scour-
ing effect of the resulting bottom-water flow (Carter et al., 2004). TheMarshall
Paraconformity thus provides a useful model of the sedimentary signals which
a Palaeocene glaciation should produce.

1.1.5 A Palaeocene paraconformity?

There is some physical evidence for a transient Antarctic glaciation in the early
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Palaeocene, manifested in the sedimentary record as a depositional hiatus of
regional extent, recorded at widely separated sites on the Campbell Plateau
(Hollis et al., 1997) and the East Cape (Hollis and Manzano-Kareah, 2005);
this eventmay also be correlatable with the ice-rafted debris reported by Leckie
et al. (1995). Zachos et al. (1993) showed that nonlinear feedbacks within the
Palaeogene climate system led to sudden changes even in the absence of abrupt
trigger events, so a sudden, brief glaciation is plausible even if no catastrophic
cause can be identified.

1.1.6 The need for magnetostratigraphy

The sections studied in this thesis cover a time period from the latest Creta-
ceous (bottom of Fairfield Quarry section) to the Early/Middle Eocene (top
of Limestone Point section on Campbell Island). A greenhouse climate has
been inferred for both the late Cretaceous (Bice et al., 2006) and the Early
Eocene (Zachos et al., 2008), with the Palaeocene somewhat cooler than the
Early Eocene (Zachos et al., 2008). A Palaeocene glacial episode between these
periods of warmthwould probably have been of relatively short duration.High-
resolution dating is thus vital to correlate unconformities at widely dispersed
sites with high accuracy, in order to determine whether erosional episodes are
attributable to regional rather than local events. Magnetostratigraphy – con-
strained by lower-resolution biostratigraphy – has the potential to provide this
level of resolution in the early Palaeogene. The 17Myr of the Palaeocene and
Early Eocene contain 22magnetic reversals,many of them at points poorly con-
strained by biostratigraphy, allowing an average resolution of around 770 kyr.
In addition, many southern New Zealand sediments show poor preservation
of microfossils (e.g. Hollis and Strong, 2003), limiting the amount of mater-
ial available for biostratigraphic analysis: for example, the biostratigraphy of
the Fairfield Quarry section studied in chapter 5 rests entirely on two dino-
flagellate species (McMillan, 1993), providing a resolution of about 3Myr. In
the Palaeogene sediments of Campbell Island, microfossil analysis has proved
difficult due to lack of preserved material and the hardness of the Tucker Cove
Limestone (Hollis et al., 1997).
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1.1.7 The need for palaeomagnetic analysis software

The sediments marking the suggested Palaeogene paraconformity are glauc-
onitic, heavily burrowed, and very weakly magnetic. While they do carry a
magnetic remanence, they are far from being ideal candidates for palaeomag-
netic study.Themagnetizationmay have been affected by bioturbation and dia-
genesis. The high concentration of glaucony in some of these sediments may
affect analysis in unknown ways: the high magnetic susceptibility of glaucony
is well known (e.g. Bentor and Kastner, 1965; Odin and Morton, 1988) but
no work appears to have been done on its relationship with remanent mag-
netism. Previous studies of New Zealand marine sediments from the Palaeo-
gene and Neogene have encountered very low natural remanences (e.g. Tinto,
2010, chapter 4), failure to demagnetize under alternating-field (af) treatment
(e.g. Kennett and Watkins, 1974; Pillans et al., 1994), and mineral alteration at
low (<300°C) temperatures during thermal treatment (e.g.Wilson andRoberts,
1999). Thus, while palaeomagnetic analysis may be possible, it is unlikely to be
straightforward. In the course of this thesis I developed experimental protocols
and an associated software package to address the difficulties outlined above.
Chapter 4 describes these developments in detail.

1.1.8 Ocean margins and palaeomagnetism

Passive ocean margin records are a powerful resource for exploring many
aspects of earth history (Nittrouer et al., 2007a): thanks to the continued cre-
ation of accommodation space by subsidence, their records can offer the valu-
able combination of high resolution and extended duration (tens ofMyr). Such
is the case at the south-eastern margin of the New Zealand continent, where
sedimentationwas controlled from the LateCretaceous to theOligocene by the
transgressive phase of a first-order transgressive-regressive megacycle (King,
2000a), as NewZealand rifted fromAntarctica andAustralia and drifted north-
ward.This rifting resulted in the formation of theCanterbury Basin (Field et al.,
1989) and Great South Basin (Cook et al., 1999), which supplied the material
studied in this thesis.While the oceanmargin records are extensive, their inter-
pretation can be far from straightforward (Mountain et al., 2007); for palaeo-
magnetic records, many of the difficulties involve understanding the complex
depositional and diagenetic processes which contribute to the final magnetiza-
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tion. Since the earliest work on sedimentary magnetism by McNish and John-
son (1938), workers have developed a wide repertoire of tools and techniques
to address these difficulties (e.g. Collinson et al., 1967; Henshaw and Merrill,
1980; King and Channell, 1991).

Many early sedimentary palaeomagnetic studies (e.g. Creer et al., 1954) ten-
ded to concentrate on the natural remanentmagnetization (nrm), establishing
its reliability using field (Graham, 1949) and laboratory (Bucha, 1963) stability
tests; the role of partial demagnetization was often limited to testing the stabil-
ity of the nrm (Doell and Cox, 1967). Stepwise demagnetization was some-
times employed (e.g. Creer, 1959), but frequently only to establish an ‘optimal’
cleaning step which could (for suitable samples) remove a secondarymagnetiz-
ation and reveal the primary magnetization (Zijderveld, 1967). This methodo-
logy placed limitations on the source material which could be used for palaeo-
magnetic investigations. In the following decades, the range of sediments suit-
able for palaeomagnetic study was expanded by a number of developments:
the introduction of superconducting rock magnetometers, allowing weaker
magnetizations to be measured (Deaver and Goree, 1967; Goree and Fuller,
1976); advances in rockmagnetism (Stacey andBanerjee, 1974;O’Reilly, 1984),
particularly the development of pseudo-single domain grain theory (Verhoo-
gen, 1959; Stacey, 1962); more attention to depositional and post-depositional
mechanisms (e.g. Verosub, 1977; Stober and Thompson, 1979; Brennan, 1993)
and the effects of diagenesis (e.g. Tarling, 1976; Karlin and Levi, 1983); and the
increasing use of stepwise demagnetization (Channell, 1982) and development
of new data analysis techniques (e.g. Zijderveld, 1967; Halls, 1976; Hoffman
andDay, 1978;Dunlop, 1979; Kirschvink, 1980; Schmidt, 1982;McFadden and
McElhinny, 1988) to isolate multiple components of complex magnetizations.

In all, these developments have fostered a more systematic approach to
the determination of palaeomagnetic directions. Rock magnetic and petrolo-
gical analyses are used to identify remanence carriers, either from whole rock
samples or magnetic concentrates. Sedimentological, petrological, rock mag-
netic, and demagnetization data are interpreted to produce a model of reman-
ence acquisition, which can then be used to interpret the demagnetization data
and (where possible) isolate the primary remanence. This paradigm is now
routinely applied in studies of sediments from New Zealand (e.g. Roberts and
Turner, 1993; Wilson and Roberts, 1999; Turner, 2001) and worldwide (e.g.
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Dunlop et al., 1997; Plado et al., 2010).

Palaeomagnetic studies of New Zealand sediments

The development of sedimentary palaeomagnetic studies in the New Zealand
region has largely followed the same path as those in the rest of the world. In
addition to the large number of magnetostratigraphic studies, there have been
numerous palaeomagnetic investigations into the tectonic history of the New
Zealand plate boundary zone (e.g. Mumme et al., 1989; Roberts, 1992; Vickery
and Lamb, 1995; Hall et al., 2004; Randall et al., 2011).

Early studies (e.g. Kennett et al., 1971; Kennett and Watkins, 1974) ten-
ded to use fairly straightforward, one- or two-step demagnetization protocols,
with thermal demagnetization (e.g. Kennett and Watkins, 1974; Walcott and
Mumme, 1982) generally being found more effective than af. More recent
work (e.g. Turner et al., 1989; Roberts et al., 1994; Wilson and Roberts, 1999)
has recognized the need for more elaborate methodology: stepwise thermal
demagnetization at small (≤50°C) intervals; monitoring for mineral alteration
by susceptibility measurements; and rock magnetic work to constrain the min-
eralogy of the sampled material. Results from early studies (e.g. Kennett et al.,
1971; Lienert et al., 1972) have often proved irreproducible withmodernmeth-
odology (Turner, 2001), andmore recent work has revised some of the original
magnetostratigraphies (e.g. Turner et al., 1989; Roberts et al., 1994). From the
early 1990s, a number of successful magnetostratigraphic studies have been
conducted on Neogene sediments of the eastern South Island and southern
and eastern North Island, with attention to both the rock magnetism and min-
eralogy of the sediments and to their depositional and diagenetic history (e.g.
Roberts and Turner, 1993; Wilson, 1993; Roberts et al., 1994; Turner, 2001). In
this thesis I have applied similar methodology to the interpretation of palaeo-
magnetic data.

1.1.9 Diagenesis and palaeomagnetism in marine sediments

Reductive diagenesis and iron sulphide formation have long been recog-
nized as a complicating factor in the palaeomagnetic study of marine sedi-
ments (Karlin and Levi, 1983).
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Figure 1.1 An outline of the processes involved in sedimentary pyrite formation, modified
from Berner (1972) and Roberts and Turner (1993); intermediate products from Sweeney and
Kaplan (1973).

Oxidation of organic matter in marine sediments makes use of the oxid-
ant providing the greatest free energy (Reeburgh, 1983); thus, as diagenesis
proceeds, oxidants are used up in a fairly well-established sequence. At the
top of the sedimentary column, dissolved oxygen is usually available from the
sea-water. Most marine sediments become anoxic at depths below a few centi-
metres, once this supply has become depleted (Berner, 1984). Near the top of
the anoxic zone, ferric iron (including that inmagnetite) is reduced (Karlin and
Levi, 1983), probably by nitrate-reducing bacteria (Sørensen, 1982). Immedi-
ately below the iron-reducing zone lies the sulphate-reducing zone, where bac-
teria oxidize remaining organic matter using sulphate ions in pore water. The
chemical pathways are complex but the overall process can be represented by
the equation (Westrich, 1983)

2CH2O + SO4
2− → H2S + 2HCO3

− (1.1)

where CH2O represents the organic matter being oxidized. As the equation
shows, bacterial sulphate reduction produces hydrogen sulphide, which can
susequently react with iron in another complex system of reactions whose final
product is pyrite (FeS2). The iron for this reaction may be a ferrous product of
iron reduction in higher in the sediment column (either in solution or as an
oxyhydroxide or other iron (ii) compound), but Canfield and Berner (1987)
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and Karlin (1990b) found that sulphide was also directly involved in the dis-
solution of magnetite, and that sulphide concentration was a control on the
degree of magnetite preservation. In many cases, incomplete pyritization res-
ults in sediments containing significant quantities of intermediate iron sulph-
ides – chiefly mackinawite, pyrrhotite, and greigite – of which the latter two
are capable of carrying a remanence. Figure 1.1 shows this system of reactions.

Several controls operate on the pyritization system: sedimentation and
burial rates control the amount of organic matter in the anoxic zone, since
slow sedimentation rates allow time for its consumption by oxic bacteria at the
sediment-water interface before burial can occur. In non-permeable sediments,
sulphate concentration can also be a control, since sulphate diffusion into the
anoxic zone is prevented and the only sulphate supply is from pore water. Iron
availability is another potential control, though Berner (1970) considered that
in most cases the supply of H2S would be more limited than the supply of iron.

Pyritization has been widely documented and investigated in marine sedi-
ments from New Zealand (e.g. Roberts and Turner, 1993; Wilson and Roberts,
1999; Rowan and Roberts, 2006) and worldwide (e.g. Canfield and Berner,
1987; Karlin, 1990a; Karlin, 1990b; Leslie et al., 1990), and much attention has
also been paid to the consequent difficulties for the palaeomagnetic investig-
ation of affected sediments. The initial problem is the loss of some or all of
the original magnetite, weakening or erasing the remanence it carries; this
is exacerbated by the fact that smaller grains are affected first (Karlin and
Levi, 1983), leading to early removal of the single-domain grains which carry
the most stable remanences. Although other ferromagnetic minerals may sub-
sequently form and carry remanence, magnetite is generally preferable in
palaeomagnetic studies: it is by far the most thoroughly researched and well-
understood remanence-carryingmineral, and (at sufficiently small grain sizes)
one of the most reliable magnetic recorders (Dunlop, 1995). Another advant-
age of magnetite as a magnetic recorder is that it does not form authigenically
under reducing conditions (Karlin and Levi, 1985 and Karlin, 1990b), making
it easier to establish that a magnetite remanence carries a remanence formed
at the time of deposition.

Although the detritalmagnetitemay be dissolved in sulphate-reducing con-
ditions, incomplete pyritization can produce new remanence-carrying miner-
als with the potential to provide a palaeomagnetic signal. Much recent work
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has attempted to improve the rock magnetic and palaeomagnetic interpreta-
tion of these minerals, in particular pyrrhotite (e.g. Dekkers, 1988; Dekkers,
1989; Dekkers, 1990; Torii et al., 1996) and greigite (e.g. Hallam and Maher,
1994; Roberts, 1995; Torii et al., 1996; Rowan andRoberts, 2006).Despite these
advances, the interpretation of palaeomagnetism in iron sulphides remains
much more complex than in spinel oxides. One complicating factor – apart
from the less well-understood magnetic behaviour of sulphides – is that reduc-
tion and sulphidization processes can occur long after deposition (e.g. Sagnotti
et al., 2005; Rowan et al., 2009) making it harder to relate the age of a sample
to its remanence.

1.2 Locations of sampling areas

In this section I describe both the current locations of the sections to be studied
and their setting at the time of deposition.

1.2.1 The geological setting of early Palaeogene Zealandia

New Zealand sedimentation since around 100Ma has been controlled by a
a first-order transgressive-regressive megasequence (King et al., 1999), with
the transgressive phase lasting until around 35Ma. The second and third
subsequences of this megasequence, representing the Haumurian to Eocene
(80–55Ma), produced the strata studied in this thesis.

At the end of theCretaceous, Zealandiawas drifting northward fromGond-
wana, cooling and subsiding as it did so. Passive margin sedimentation was
occurring in the eastern basins as marine transgression continued, producing
widespread shallow marine strata. In south-eastern New Zealand, this period
is recorded in units such as the sandy, coal-bearing Taratu Formation in Otago
(underlying the Abbotsford Formation studied in Chapter 5), the non-marine
to marginal marine Broken River Formation (Browne and Field, 1985) in Can-
terbury (below the Waipara Greensand studied in chapter 6), and the coarse
sand of the lower GardenCove Formation at Campbell Island (chapter 7). Zeal-
andiawas by this stage tectonically quiescent, andmarine sedimentation of pro-
gressively deeper-water facies continued into the Palaeocene, producing vari-
ous fining-upward marine sequences. The conglomerate and sand of the lower
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Figure 1.2 Summary of sites sampled for this thesis, shown on a map of the present-day New Zealand coastline
and regional bathymetry. The 2000m isobath delineates the approximate extent of the mostly submerged Zealandia
continent. Projection is Lambert Conformal Conic with central meridian at 172°E and standard parallels at 36°S and
46°S. Map data from http://www.naturalearthdata.com.
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Figure 1.3 Palaeogeography of New Zealand in the latest Cretaceous, showing the locations and settings of the
areas investigated in this thesis. After King et al. (1999) and Hollis (2003).

Garden Cove Formation graded into mud and silt, and the sandy Taratu form-
ation was succeeded by the muddy Abbotsford Formation. In the Canterbury
Basin, the Waipara Greensand was deposited. These are the sediments I invest-
igate in this thesis. The transgression continued throughout the Palaeocene
and Eocene, resulting in the deposition of the widespread Amuri Limestone
in many of the eastern basins (Lewis, 1992), until sedimentation was interrup-
ted by the early Oligocene Antarctic glaciation which produced the Marshall
Paraconformity (section 1.1.4).

1.2.2 Selection of field areas

Figure 1.2 shows the locations of my field areas on the present-day New Zeal-
and continent; figure 1.3 shows the same areas located on a palaeogeographic
reconstruction of theNewZealand continent at the end of theCretaceous. Geo-
graphically, the sites are widely separated, allowing me to distinguish between
local and regional effects: if an event can be correlated across all three sites, its
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cause cannot be purely local. As figure 1.3 shows, there is also variation in the
depositional settings between the areas: the Campbell Island sediments were
deposited in a deep offshore shelf environment, well placed to record changes
in ocean current flow; the nearshore environments of the Fairfield Quarry
and Waipara River areas were better placed to respond to glacially-controlled
short-term variations in eustatic sea level. Thus the site selection provides the
opportunity to observe different effects from the same glacial event. Figure 1.4
sketches the stratigraphic relationships between the field areas.

1.3 Thesis outline

1.3.1 Aims of the study

This thesis investigates the hypothesis of pre-Oligocene Antarctic glaciation
using palaeomagnetic and rock magnetic techniques. The main techniques
I apply are magnetostratigraphy (to provide accurate dating, identify depos-
itional hiatuses, and constrain their duration) and the anisotropy of magnetic
susceptibility (ams) (to monitor variations in palaeocurrent flow). Ams is a
powerful and sensitive technique for determining grain alignment (and hence
current flow at the time of deposition) in sediments; since the Antarctic ice
sheets are known to havemajor effects on ocean circulation patterns, variations
in regional palaeocurrent flow can provide evidence for earlier glacial episodes.

A significant portion of the thesis (chapters 2–4) is concerned with the pre-
paratory work necessary for reliable magnetostratigraphy. The sediments stud-
ied in the thesis are veryweaklymagnetized and often highly glauconitic.Weak
magnetization makes it difficult to measure sample magnetizations accurately;
to overcome this problem I developed special measurement protocols and ana-
lysis software, described in chapter 4. Glaucony has the potential to introduce
more serious complications: as a diagenetic mineral forming over long time
periods, it may hold a remanence from a time significantly after the despos-
ition of the sediments. Such post-depositional magnetization can invalidate
magnetostratigraphic work, since the measured remanence direction may not
be relatable to the time of deposition. A thorough understanding of glaucony’s
role in remanence acquisitionwas thus necessary before reliablemagnetostrati-
graphies can be constructed for the sections I studied. Chapter 3 describes this
investigation.
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1.3.2 Structure of the dissertation

This dissertation comprises nine chapters. This introductory chapter sets out
themotivation and background for the problems addressed by this thesis, gives
a brief introduction to the geographical and theoretical areas I investigate, and
outlines the main aims of the thesis.

Chapter 2 introduces the methods which I use for the rock magnetic and
palaeomagnetic studies in the rest of the thesis, including the use of magnetic
susceptibility anisotropy to determine palaeocurrent flow.Aswell as laboratory
techniques, it describes the theoretical techniques I use for analysing the data.

Chapter 3 lays the rockmagnetic groundwork for the palaeomagnetic stud-
ies which follow in chapters 5 to 7. It describes a detailed investigation of the
role of glaucony in the magnetic behaviour of sediments sampled at Fairfield
Quarry, one of my field areas. As described in the previous section, an under-
standing of the palaeomagnetism of glaucony is vital to the reliable interpreta-
tion of the sediments studied in this thesis.

Chapter 4 describes PuffinPlot, a program I developed in order to conduct
the palaeomagnetic analyses in the subsequent chapters. I describe the motiv-
ation for its development, the decisions made in its implementation, and the
necessary features and capabilities which it provides. PuffinPlot allows quick,
interactive, graphical analysis for exploratory investigations of complex beha-
viours. It also facilitates the analysis of very weakly magnetic samples by auto-
matically combining multiple measurements for a best estimate of a sample’s
true remanence.

Chapters 5 to 7 present the results of three palaeomagnetic studies I under-
took to investigate the questions outlined in this introduction. The studies
make use of the techniques, software, and rock magnetic data described in
the previous chapters. Chapter 5 describes a Cretaceous-Palaeogene section at
Fairfield Quarry near Dunedin; chapter 6 describes a Palaeogene section at the
Waipara River north of Christchurch; and chapter 7 describes two Cretaceous-
Palaeogene sections at Campbell Island, 700 km south of New Zealand.

Chapter 8 reviews the results of the palaeomagnetic and rock magnetic
investigations, and discusses their significance in fulfilling the aims of the
thesis. It proposes a remanence acquisition model to explain the unusual mag-
netic characteristics of the samples, and places the results of the thesis within
the context of previous investigations on similar topics.
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Chapter 9 provides a concise summary of the most important outcomes of
the thesis.
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2 Methods

Though this be madness, yet there is method in’t.

– Hamlet, II.ii

This chapter introduces the experimental and theoretical methods which I
use throughout the rest of the thesis. It contains slightly more detail about
the implementation of some techniques than might be expected in a typical
palaeomagnetic study. However, this is in keeping with the aims of the thesis:
chapter 3 discusses rock magnetism at length, so descriptions of demagnetiza-
tion and magnetic treatment techniques are useful. Further, since the work of
the thesis includes the implementation of a palaeomagnetic analysis software
package (chapter 4), it is appropriate to give some detail about the data analysis
algorithms which I implement in that chapter.

2.1 Experimental techniques

In this section I briefly describe the palaeomagnetic laboratory techniques
which I applied in the rock magnetic and palaeomagnetic investigations of the
following chapters. Good overviews of many of these techniques are also given
in chapter 3 of McElhinny (1973), chapters 4–5 of Butler (1992), chapter 4 of
Opdyke and Channell (1996), and chapters 8–9 of Tauxe et al. (2010).

2.1.1 Demagnetization techniques

In this section I review the commonly used techniques for progressive demag-
netization of palaeomagnetic samples.

2.1.1.1 Alternating-field (af) demagnetization

Af demagnetization, along with thermal demagnetization, is one of the
two dominant demagnetization techniques in palaeomagnetic studies. Early
accounts were given by Brynjólfsson (1957), As and Zijderveld (1958), and
Stacey (1961). Af demagnetization applies an alternating magnetic field, usu-
ally at around 200Hz, to a sample; after initial application, the field is steadily



20 Methods

decreased to zero. This process effectively randomizes the magnetic moments
of all samples with coercivity below the peak intensity of the field. By increas-
ing the peak intensity in steps, it is possible to remove progressively higher
coercivity components. One potential problemwith af demagnetization is the
danger of imparting an anhysteric remanent magnetization if a stray biasing
field is present during demagnetization. Some magnetic minerals, for example
greigite, may also acquire a remanence (a gyromagnetic remanent magnetiza-
tion or grm) during af treatment even in the absence of a biasing field (e.g.
Stephenson, 1980).

Af demagnetization has generally been found to give poor results on
New Zealand marine sediments (e.g. Kennett and Watkins, 1974; Roberts and
Turner, 1993; Pillans et al., 1994; Wilson and Roberts, 1999), and this thesis
was no exception. All the palaeomagnetic studies included a pilot study using
af demagnetization, and in all cases thermal demagnetization was found to
perform better.

2.1.1.2 Thermal demagnetization

The effectiveness of heating as a demagnetization technique has long been
known (Gilbert, 1600, p. 124), but was not given a firm theoretical basis until
the work of Néel (1955). Irving et al. (1961) gave an early description of partial
thermal demagnetization for palaeomagnetic analysis, and the technique has
now become standard. Thermal demagnetization exploits the inverse relation-
ship between time and temperature in the Néel equation

𝜏 = 1
𝐶 exp 

𝑣ℎ𝑐𝑗𝑠
2𝑘𝑇  (2.1)

which allows a short period in a field-free space at a higher temperature to
unblock a viscous magnetic overprint acquired over a much longer period at
a lower temperature. Pullaiah et al. (1975) calculated unblocking-temperature
curves for magnetite and haematite, allowing estimation of the temperatures
required to erase viscous remanent magnetizations; I discuss this work more
fully in section 3.5.4 on page 81.

2.1.1.3 Other demagnetization techniques

While af and thermal demagnetization are used in the vast majority of recent
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demagnetization studies, other techniques have occasionally been used. Chem-
ical leaching with acid has occasionally been applied as a demagnetization
technique (Collinson, 1965; Henry, 1979), but its usage has been limited due
to the inconvenience of the procedure and the difficulty of quantifying the
degree of treatment.Walton et al. (1992) developed a amicrowave demagnetiz-
ation technique, offering many of the advantages of thermal demagnetization
while lowering the risk of heating-induced mineral alteration. It has seen lim-
ited but successful use in palaeointensity and archaeointensity investigations,
for example by Shaw et al. (1999). Low-temperature demagnetization, at least
for magnetite, has been known to be effective since the work of Ozima et al.
(1964), but is seldomused in practice (Dunlop, 2003).While none of these tech-
niques were used in the present study, the last two offer promising avenues for
future work: I found thermal demagnetization to cause mineral alteration at
temperatures as low as 250°C, significantly complicating palaeomagnetic ana-
lysis. Both microwave and low-temperature demagnetization can avoid this
problem, albeit at the price of introducing other complications.

2.1.2 Isothermal Remanent Magnetization

‘Isothermal Remanent Magnetization’ (irm) denotes a magnetization impar-
ted by a strong, pulsed, non-alternating magnetic field. In nature it can be
imparted by a lightning strike. In the laboratory, it can be imparted using a
pulse magnetizer in order to investigate the remanent coercivity of a sample.
Within this thesis, all my irm studies followed the same protocol. I first demag-
netized the sample using af; although, as stated, this is less effective than heat-
ing, it avoids the danger ofmineral alteration, and themagnetizations imparted
by the pulse magnetizer are in any case orders of magnitude greater than those
remaining after af cleaning. I then imparted a series of increasingly intense
fields along the same axis of the sample, measuring the magnetization after
each step. Generally I used around 33 steps up to a maximum field strength
of 1 T, which gave adequate resolution for analysis of the remanent coercivity
curve.

In almost all casesmy samples were saturated after application of a 1 T field.
Starting with this saturated sample, I applied increasingly large pulse fields in
the opposite direction to that of the previous fields, measuring the remanence
after each step; this process is sometimes called dc demagnetization. I ceased
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demagnetization once the initial saturation irm had been removed entirely.
The field strength required for complete dc demagnetization is the coercivity
of remanence, which I denote by Hcr throughout this dissertation.

Sophisticated techniques have been developed for analysis of the irm
acquisition curve; I defer detailed discussion of them to section 3.4.1 on
page 50.

2.1.3 The anisotropy of magnetic susceptibility (ams)

Ams is routinely measured as a fast and convenient method of determining
petrofabric. Here I give a brief introduction to its application to sedimentary
fabrics.

The first investigations into the magnetic susceptibility anisotropy of rocks
were focused on sediments, specifically varved clays. The physicist Gustaf
Ising analysed samples from southern Sweden in a series of experiments com-
menced in 1926, though not published until much later (Ising, 1942a; Ising,
1942b). His unsuccessful attempt to usemagnetic anisotropy as an indicator of
palaeofield led him to the realization that the shape of the anisotropy ellipsoid
was almost entirely controlled by the hydrodynamic forces acting on the clay
particles during settling and lithification. Like virtually all subsequent workers
he described the fabric in terms of a second-order tensor. There was little fur-
ther work on ams until Graham (1954) began to advocate its potential. Much
subsequent work involved the use of ams to investigate metamorphic fabrics
and igneous flow directions, which I do not discuss here. In the sedimentary
domain, Rees (1961) found that current controlled ams fabric in laboratory
redeposition of silt, and Hamilton (1963) found evidence of the same effect
in samples of Silurian siltstone; Rees (1965) demonstrated the effectiveness of
ams for current determination in both artificially consolidated and natural spe-
cimens. Fuller (1962) found that the susceptibility fabric of till aligned with the
dominant visible direction of its clasts. Hamilton and Rees (1970) gave the first
review of investigations into the use of ams to determine palaeocurrent.

Since 1970 ams has been broadly applied to sediments as a standard tech-
nique for palaeocurrent investigation. With the basic relationships between
depositional conditions and ams fabric fairly well understood, research has
continued into sedimentary ams fabrics differing from the ‘classic’ horizont-
ally aligned pattern. These include: fabrics influenced by coring and sampling
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processes (Kent and Lowrie, 1975); inverse fabrics, with the maximum suscpt-
ibility axis perpendicular to the bedding plane (Hirt and Gehring, 1991); and
fabrics influenced by low levels of tectonic stress on sediments which show no
visible evidence of deformation or metamorphosis (Kissel et al., 1986).

2.1.4 The temperature dependence of magnetic susceptibility
(tdms)

The temperature dependence of magnetic susceptibility has, over the past
twenty years, become a popular technique for investigating magnetic miner-
alogy (Petrovský and Kapička, 2006). In the basic form of the technique, a
sample is heated at a controlled rate from room temperature to a preset max-
imum temperature, then cooled (again, at a controlled rate) back down to
room temperature; throughout the process, the bulk magnetic susceptibility
of the sample is automatically measured at intervals of a few seconds. The res-
ulting temperature-susceptibility curves are affected by various aspects of the
magnetic mineralogy: paramagnetic minerals exhibit a hyperbolically declin-
ing susceptibility in accordance with the Curie-Weiss law; ferromagnetic (s.l.)
minerals, if heated through their Curie or Néel temperature, show a sharp sus-
ceptibility peak (theHopkinson (1889) peak) followed by a change to paramag-
netic behaviour; diamagnetic minerals are unaffected by heating.

In a sample containing a mixture of minerals, the susceptibility curve will
be a weighted sum of the individual mineral behaviours, potentially making
its interpretation difficult. The situation is further complicated by the fact that
the sample – particularly if sedimentary – may alter on heating, changing the
magneticmineralogy. Alteration is easily detected: for an unaltered sample, the
heating and cooling curves should be identical, but when alteration occurs the
cooling curve will reflect the new mineralogy. Alteration, at least by oxidation,
can be reduced by heating in an inert atmosphere, but many heating-induced
alterations can occur in the absence of oxygen.Hrouda (2003) described a tech-
nique which, while not preventing alteration, allows much more information
to be gleaned from alteration-prone samples. This technique involves repeated
heatings to progressively higher peak temperatures. By comparing heating and
cooling curves, it can easily be determined whether alteration occurred dur-
ing a particular heating cycle. The temperatures at which alterations occur can
thus be constrained between the maximum temperatures of successive heat-
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ing cycles. Using this technique allows the alteration itself to become a valu-
able source of information on mineralogy; for example, greigite experiences a
characteristic decomposition at around 200°C (Torii et al., 1996).

2.2 Theoretical techniques

Geological data – especially in palaeomagnetic and rock magnetic studies –
very frequently have a three-dimensional character, and the history of direc-
tional data analysis is closely tied to these fields.

2.2.1 Statistics of spherical data

Palaeomagnetic and rockmagnetic data are essentially three-dimensional, and
frequently the aspect of interest is a direction in three dimensions (a declina-
tion and inclination) rather than a full three-dimensional vector with an asso-
ciated magnitude. Such is the case, for example, when considering the orienta-
tion of an ancient magnetic field, or the orientation of a maximum anisotropy
axis along a palaeocurrent flow direction. Palaeomagnetism, while far from
the only field to make use of spherical statistics (Fisher et al., 1987), has heav-
ily influenced its development.

2.2.1.1 Parametric statistics

Traditional Gaussian statistics, developed for Euclidian spaces, are poorly
equipped to analyse directional data, which are constrained to the non-Euc-
lidean space corresponding to the surface of a sphere. Fisher (1953), motiv-
ated by the need to analyse remanent magnetization orientations in rocks,
developed the first statistical framework for spherical directions. The Fisher
distribution is essentially equivalent to an angular Gaussian distribution, with
points distributed symmetrically about a central direction. Its broad applicabil-
ity and relative straightforwardness have ensured its wide popularity up to the
present day (e.g. Lawrence et al., 2009, §20). Further developments in spherical
statistics addressed situations where the distribution is not symmetrical about
the mean, but has wider dispersion in one direction than another, giving a
spread equivalent to an ellipse rather than a circle on the sphere’s surface. The
Kent (1982) distribution is one formulation of such a distribution: its mean is
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the same as a Fisher mean of the same data, but its parameters encode two axis
lengths and an orientation for an ellipse, rather than just the radius of a circle.

2.2.1.2 Nonparametric statistics

The increase in computing power during the late twentieth century permitted
new developments in statistics. Efron (1979) devised the bootstrap, a statistical
technique which allows data to be analysed without having to assume that it
conforms to a known, parametrized distribution. A bootstrap is performed by
taking a large number of artificial ‘pseudosamples’ – random selections from
the measured data – and using them to construct a distribution for the entire,
unknown data set. The technique is further described in Efron (1982).

Fisher and Hall (1989) applied the bootstrap to spherical data; their tech-
niques produce irregular, contoured confidence regionswhich givemore detail
than traditional parametric confidence intervals but are for this reason difficult
to express concisely. Tauxe et al. (1991), in developing the approach for palaeo-
magnetic analysis, observed that palaeomagnetic bootstrap confidence regions
could be adequately described by ellipses; their approach thus used bootstrap
statistics to determine a confidence interval, but expressed it in terms of a Kent
(1982) ellipse.

2.2.2 The analysis of demagnetization data

Numerous techniques have been applied to the analysis of magnetization
vector paths from stepwise demagnetization experiments; Kirschvink (1980)
provides references to the most popular. Here I describe only the two tech-
niques that I apply in this thesis.

2.2.2.1 Principal component analysis (pca)

Sometimes it is useful or necessary to consider full three-dimensional vectors
rather than just directions; this is often the case when fitting a path to reman-
ence vectors from a sequence of demagnetization steps. Kirschvink (1980)
applied the classic statistical technique of principal component analysis (Pear-
son, 1901) to demagnetization data. To carry out pca, the data points are
first translated so that their centroid coincides with the origin. The translated
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data are used to construct an orientation tensor (Scheidegger, 1965). An eigen-
decomposition of this tensor produces, as its eigenvectors, least-squares fits
for three orthogonal axes through the centroid of the data. The maximum axis
corresponds to a best-fitting line through the data, while the minimum axis
gives the pole to a best-fitting plane. The planar fit can be useful when analys-
ing a demagnetization path with two overlapping magnetization components,
althoughmore sophisticated analyses (such as the remagnetization great circles
analysis described in section 2.2.2.2) are required to separate the components.
It is also possible, when performing a pca, to ‘anchor’ the fit, producing a line
or plane which is constrained to pass through the origin. This constraint is use-
ful when it is known that only one component is present (or two, in the case
of a planar fit), and that it must therefore be demagnetizing towards the origin.
Anchoring is achieved by simply omitting the initial translation of the centroid
to the origin.

2.2.2.2 Great-circle remagnetization paths

Pca is a simple and effective analysis technique when a magnetic component
can be isolated and its points fitted; unfortunately this is not always the case.
If a natural remanence consists of a hard primary magnetization combined
with a soft viscous overprint, it is sometimes possible to demagnetize the soft
component to the hard component’s starting point, then demagnetize the hard
component to the origin. In this case pca can be applied to the second com-
ponent. This technique works even if demagnetization cannot be completed
all the way to the origin, provided it can be seen that the second vectors are
trending towards the origin.

In some cases, however, the hard component may not even be reached,
either because the available equipment cannot provide sufficient demagnetiz-
ation, or – in the case of a thermal demagnetization study – because heating
has induced mineral alteration, destroying or altering the remaining magnetiz-
ation. It is, however, still possible to infer the direction of the hard component.

While the soft component is demagnetizing, its demagnetization path
forms a line in three-dimensional space pointing towards the direction of the
hard component. Ignoring the magnitude of the magnetization vectors and
projecting themonto a sphere, this line is equivalent to a great circle. Even if the
hard component is demagnetizing, the great-circle path is still followed since
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the hard component is only demagnetizing towards the origin. The direction
of the hard component, then, lies somewhere along the great circle. Unless the
soft component demagnetizes completely, it is impossible to know where on
the circle the hard component lies. However, if several samples are taken from
a site, their demagnetization circles can be combined. Ideally, all the circles will
intersect at the same point, which must be the direction of the hard compon-
ent.

In reality, it is unlikely that all the circles will converge perfectly, since vari-
ous sources of error and noise will affect the exact orientation of the circles.
Various techniques have been devised for determining the best estimate of a
final direction from imperfectly intersecting great-circle paths, alongwith asso-
ciated confidence intervals and goodness-of-fit parameters. In this thesis I use
the algorithm described by McFadden and McElhinny (1988); amongst other
advantages, their technique also allows stable end-points to be integrated into
the analysis, which is useful if analysing a site where the final component could
be resolved for some samples but not for others.

2.2.3 The analysis of ams data

Ams is expressed as a second-order tensor defined by six parameters, and may
be visualized as an oriented three-dimensional ellipsoid, the length of each
axis corresponding to the susceptibility along that axis. Analysis of ams tensors
frequently simplifies matters by treating the shape (relative axis lengths) and
orientation (directions of axes) separately. I discuss these aspects in turn. I also
describe a statistical test for the reliability of ams measurements.

2.2.3.1 Shape analysis of ams

Many workers have defined parameters describing the relative magnitudes of
the three anisotropy axes, in order to quantify such properties as lineation, foli-
ation, and the degree of anisotropy. Such parameters make it easier to analyse
the shape of anisotropy tensors (more strictly, of their associated ellipsoids) in
isolation from their orientations. Unfortunately, there has been more creativ-
ity in defining new parameters than consensus in applying existing ones, res-
ulting in an impressive parametric proliferation. Tarling and Hrouda (1993)
compiled a summary of 26 of the more common parameters, and even this
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was not exhaustive, omitting for example the intensity parameter defined by
Lisle (1989). Cañón-Tapia (1994) produced a survey of 28 parameters, and
conducted an investigation into their usefulness. He showed thatmany of them
carry the same information (with varying degrees of efficiency) andmade clear
recommendations as to the most useful ones.

In this thesis, following recommendations by both Tarling and Hrouda
(1993) and Cañón-Tapia (1994), I routinely apply two parameters: P', the cor-
rected anisotropy degree, and T, the shape factor, both defined by Jelínek (1981).
Their formal definitions are:

𝑃′ = exp2[(𝜂 − 𝜂𝑚) + (𝜂 − 𝜂𝑚) + (𝜂 − 𝜂𝑚)] (2.2)

and

𝑇 = 2𝜂 − 𝜂 − 𝜂
𝜂 − 𝜂

(2.3)

where

𝜂𝑖 = ln𝐾𝑖 ; 𝜂𝑚 = √𝜂𝜂𝜂

Here, K₁, K₂, and K₃ denote the magnitudes of the maximum, intermediate,
and minimum principal axes of the anisotropy ellipsoid, respectively.

The corrected anisotropy degree P' is also sometimes denoted by PJ
(Tarling and Hrouda, 1993) or Pj (Borradaile and Jackson, 2004). It takes a
value of 1 for a perfectly isotropic fabric (a spherical anisotropy ellipsoid), with
larger values indicating increasing anisotropy.The shape factor T describes the
shape of the anisotropy ellipsoid, with a value of 1 denoting a perfectly oblate
shape (a symmetrical disc) and −1 denoting a perfectly prolate shape (a sym-
metrical rod). For primary sedimentary fabrics, typical ranges are 1.01 < P' <
1.1 and 0.2 < T < 0.8 (Tarling and Hrouda, 1993, figure 5.14).

2.2.3.2 Orientation analysis of ams

Statistical analysis of ams tensor orientations has much in common with
the spherical statistics of single directions discussed in section 2.2.1.1. If the
directions of the three axes are considered independently, exactly the same
techniques can be applied; the Watson-Scheidegger distribution (Scheidegger,
1965) is sometimes used instead of the Fisher distribution. One obvious prob-
lem with this technique is that the resulting directions may not be orthogonal,
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(Ernst and Pearce, 1989); thus, the ‘average’ produced for a set of tensors is not
itself a tensor, which can make further interpretation difficult.

Jelínek (1978), building on earlier work by Hext (1963), advocated a differ-
ent approach which produced a ‘mean normalized tensor’ – an estimate of the
ams tensor which would hypothetically be produced by measuring the entire
rock body fromwhich the samples were taken. Unfortunately, the actual imple-
mentation of the Jelínek (1978) technique required some simplification for
mathematical tractability, which could compromise the accuracy of its estim-
ated confidence intervals. Constable and Tauxe (1990) used a variant of the
directional bootstrap statistics described in section 2.2.1.2 to provide better
confidence intervals, and it is their procedure that I use for ams directional
statistics within this thesis.

2.2.3.3 Distinguishing weak ams data from noise

Many of the samples measured in this thesis are very weakly anisotropic; it
is therefore necessary to consider, when making a measurement, whether the
measured anisotropy reflects genuine properties of the sample or whether it
is simply an artefact of machine noise. In many cases, correlation between
samples gives confidence that a measured anisotropy orientation is not spuri-
ous: if tens of samples, drilled at varying orientations, all show the same align-
ments of anisotropy axes after correction for sample orientation, it is extremely
likely that the inferred direction represents a signal from the lithology rather
than the equipment. This verification technique is not ideal, however: it can-
not determine the fidelity of a single, isolated sample measurement; it cannot
be applied when there is little variation between sample orientations; and it
cannot distinguish cases where there is genuine randomly varying anisotropy.

Fortunately, Jelínek (1996) developed a statistical test (the F-test) which
allows genuine and spurious anisotropy to be distinguished at the sample level.
He defined a parameter F in terms of the measured anisotropy levels and the
estimated error reported by the Agico kappabridge during measurement; F is
essentially a measure of the likelihood that a measured anisotropy is due to a
genuine signal rather than random noise. Jelínek (1996) derived a threshold
of F > 3.9715 for a 95% probability that a measurement is genuine. I apply
this test throughout the thesis and do not undertake any further analysis on
samples with an F-value below the threshold.
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3 Rock magnetism of
glauconitic sediments

Magnetic Atoms, such as Iron, keep
Unpaired Electrons in their middle shell,
Each one a spinning Magnet that would leap
The Bloch Walls whereat antiparallel
Domains converge. Diffuse Material
Becomes Magnetic when another Field
Aligns domains like Seaweed in a swell.
How nicely microscopic forces yield,

In Units growing visible, the World we wield!

– John Updike, ‘The Dance of the Solids’ (in Updike, 1969)

3.1 Introduction

This study was designed to identify and characterize the remanence carriers
in glauconitic sediments, and in particular to investigate the specific role of
glaucony in the preservation of palaeomagnetically significant, stable magnet-
ization. In this section I describe the aims of the study and the significance of
the glaucony facies, and give a brief outline of the chapter.

3.1.1 Aims of the study

Given thewidespread occurrence of glaucony inNewZealand sediments (Field
et al., 1989, pp.59–63) and worldwide (Odin and Matter, 1981), and its useful-
ness in stratigraphic and palaeoenvironmental interpretation (Amorosi, 1995),
an understanding of its significance in palaeomagnetic studies would be valu-
able.

For this study, I chose to concentrate on a single glauconitic unit; although
this limits the ease with which the results can be generalized, it permitted me
to apply a broad range of techniques to characterize more fully the magnetic
mineralogy. In the palaeomagnetic studies described elsewhere in this thesis, I
applied a more focused selection of rock magnetic techniques, allowing me to
relate the samples’ magnetic behaviours to the results in this chapter without
conducting further full-scale rock magnetic studies.

The goal of the study was to produce two comparisons of magnetic beha-
viour:
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1. A comparison between glauconitic and non-glauconitic sediments. I did
this by investigating samples from within and just outside a glauconitic
horizon.

2. A comparison between the glauconitic and non-glauconitic components of
glauconitic sediments. I did this by applying standard glaucony extraction
techniques (Odin, 1982; Amorosi et al., 2007) to material from a glaucon-
itic horizon and analysing the glauconitic and non-glauconitic fractions
separately. Glaucony has a high magnetic susceptibility (Bentor and Kast-
ner, 1965; Odin andMorton, 1988), and these techniques usemagnetic sep-
aration to concentrate glaucony by isolating the high-susceptibility grains
in powdered samples.

Using these data, along with more general petrological characteristics of the
samples, I created a model of how these sediments acquired their nrm, and
what relation this magnetization might have to the geomagnetic field during
deposition and lithification. In particular, I wished to investigate the magnetic
properties of the glauconitic grains themselves: whether they carry a signific-
ant remanence, and if so, whether it could be linked to the field in which the
glauconitization process took place.

The impetus for this rock-magnetic investigation is the interpretation of
palaeomagnetic data from glauconitic sediments: if the process by which the
magnetization is acquired is understood, its palaeomagnetic fidelity and useful-
ness can be assessed.The role of glaucony in remanence acquisiton is important
both in selecting suitable sediments for palaeomagnetic study and in interpret-
ing the data when glauconitic sediments are sampled.

3.1.2 The significance of the glaucony facies

The significance of the glaucony facies in stratigraphy and the determination of
palaeoenvironments has long been recognized. Goldman (1922) described the
association of glauconitic horizons with hiatuses in deposition, and inferred
that glaucony formation is a diagenetic process at or near the sea-floor which
can only occur in the absence of significant sedimentary input.This assessment
has been borne out by subsequent research. For much of the twentieth century,
the study of glaucony was complicated by loose application of the term ‘glauc-
onite’ and by the lack of a generally accepted model for glaucony formation.
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Both problems were addressed by Odin and Matter (1981), whose ‘verdisse-
ment’ model of glauconitization is now generally accepted. Odin and Matter
(1981) also reformed the terminology surrounding glaucony, deprecating the
term ‘glauconite’ in favour ofmore precisemineral specifications such as ‘glauc-
onitic mica’, and coining the term ‘glaucony’ for the facies. This reform has
not been universally adopted, but throughout this thesis I follow the practice
of Odin and his co-workers in using the term ‘glaucony’ to refer to the facies
and to glauconitic grains. Odin and Morton (1988) gave well-defined criteria
for distinguishing glaucony from other similar grains.

The more thorough understanding of glauconitic evolution provided by
Odin allowed more sophisticated interpretations of glaucony within sediment-
ary sequences. These have included methods of distinguishing autochthonous
and allochthonous glaucony (Amorosi, 1997; Amorosi et al., 2007) and reas-
sessment of the palaeoenvironmental conditions required for its formation
(Huggett and Gale, 1997). Despite these developments, the basic interpreta-
tion of glaucony remains unchanged; a horizon of authigenic glaucony in a
sedimentary sequence indicates a hiatus in deposition.

Although the evolution of glauconitic minerals is now fairly well under-
stood, little is known concerning their magnetic behaviour. Odin (1982) and
Amorosi (1993) attested that paramagnetic susceptibility is strongly correlated
with K2O content and thus with maturity, but it seems that, prior to this thesis,
no work has been done on their relationship with palaeomagnetism.

3.1.3 Chapter outline

Section 3.2 describes the samples I used for the study and the experimental
techniques I applied to them. Section 3.3 describes and plots the data obtained
from the experiments. Section 3.4 applies analytical techniques to the raw
data of the previous section in order to determine the magnetic mineralogy
of the samples and its relationship to glaucony. Section 3.5 discusses the signi-
ficance of these analyses, proposes a model for the remanence acquisition of
the sampled sediments, and assesses their suitability for palaeomagnetic stud-
ies. Section 3.5 also discusses the effects of viscous magnetization and possible
alternative methods of separation.
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Figure 3.1 Summary of the sample groups used for the rock magnetism study (see text for full explanation).
Each box corresponds to a uniform sample group; the C2 samples are depicted twice, to allow annotation of the
size and magnetic susceptibility fractions. Each small circle corresponds to a single physical specimen. The high-
susceptibility separates were expected to contain higher concentrations of glaucony than the low-susceptibility
separates.

3.2 Experimental procedure

In this section I describe the samples that I took, how I prepared and processed
them, and the experimental techniques I applied to them.

3.2.1 Description of samples

I selected a well-defined glauconitic horizon from the lower Abbotsford Form-
ation at Fairfield Quarry, and took bulk and oriented samples from below the
horizon (site 1; height 24.5m), within it (site 2; 25.5m), and above it (site 3;
29.5m). The stratigraphic heights of the sites are measured from the datum
used for the section log in chapter 5, which also gives background information
on the Abbotsford Formation and the sampling locality. The study involved
three types of sample: standard palaeomagnetic drill cores; powder samples,
prepared directly from crushed bulk samples or from separates; and artificial
cube samples made from cemented powders. Producing artificially cemen-
ted cubes allowed me to apply a range of bulk magnetic techniques requir-
ing discrete, orientable specimens. Identical treatment protocols could now be
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applied to the unprocessed drill cores and the cubes, allowing direct compar-
isons of behaviour between bulk material and separates. The samples are sum-
marized in figure 3.1 and table 3.1.

Samples are identified by a short code of 2–4 characters, constructed as
follows:

1. Sample type: D drill core, C cube, P powder.

2. Position in section: 1 below glauconitic horizon, 2 within it, 3 above it.

3. Size fraction (only for position 2): F fine, C coarse.

4. Susceptibility fraction (only for position 2): M high susceptibility (glaucon-
itic), N low susceptibility (non-glauconitic).

Each sample code (except for the P series powder samples) actually denotes a
set of four sister samples; unless otherwise stated, all numerical results presen-
ted in this chapter for ‘C’ and ‘D’ samples represent the mean for the four
samples corresponding to the sample code.

Sample Site Type Volume (cm³) Grain size (μm) Mag. sus.

d1 1 Drilled core 10.3 — —
c1 1 Cemented cube 4.0 — —
p1 1 Loose powder 0.25 — —
d3 3 Drilled core 10.3 — —
c3 3 Cemented cube 4.0 — —
p3 3 Loose powder 0.25 — —
d2 2 Drilled core 10.3 — —
p2 2 Loose powder 0.25 — —
c2fn 2 Cemented cube 4.0 62–180 Low
p2fn 2 Loose powder 0.25 62–180 Low
c2fm 2 Cemented cube 4.0 62–180 High
p2fm 2 Loose powder 0.25 62–180 High
c2cn 2 Cemented cube 4.0 180–500 Low
p2cn 2 Loose powder 0.25 180–500 Low
c2cm 2 Cemented cube 4.0 180–500 High
p2cm 2 Loose powder 0.25 180–500 High

Table 3.1 Summary of samples used in the rock magnetism study. The sample volumes are
nominal.
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3.2.2 Sample preparation

The D series samples (drill cores) were drilled from the outcrop using a water-
cooled rock drill with a diamond-tipped non-magnetic 25mm barrel, and cut
to 22mm lengths using a circular saw with diamond-edged brass blades.

I prepared the P andC series samples by powderingmaterial taken from the
outcrop. For the samples from sites 1 and 3, the powder was not fractionated;
for site 2, I prepared four different fractions as described in section 3.2.2.1.The
P samples consisted solely of disaggregated powder; I produced the C samples
by cementing the powder into solid cubes, as described in section 3.2.2.1.

The steps for glaucony separation followed approximately the procedure
described by Amorosi et al. (2007), although the disaggregation procedure
used in that paper did not prove necessary due to the softness of the sediments
I was working with. This separation procedure uses magnetic fractionation to
extract glaucony, which has a relatively high magnetic susceptibility. In this
aspect it bears some resemblance to procedures developed to extract and con-
centrate remanence carriers for analysis, such as those discussed by Hounslow
and Maher (1996). In this study, however, the goal was separation of glaucony
rather than concentration of ferrimagnetic particles.

3.2.2.1 Disaggregation and fractionation

I disaggregated the samples by crushing the material, dry, between a wooden
board and pvcpipe, exercising care tominimize damage to the glaucony grains.
I then subjected the glauconitic material from site 2 to further procedures to
separate the glauconitic grains: I wet-sieved the disaggregated material using
a 62 μm mesh and dried the coarse fraction at room temperature. I then dry-
sieved this material to separate it into 62–180 μm and 180–500 μm fractions
(all the grains being below 500 μm). Performing size fractionation allowed me
to investigate the effect of grain size on magnetic properties; for dry magnetic
separation techniques, narrowly sizing thematerial also increases the efficiency
of separation (Odin, 1982, p. 392; Jones, 1987, p. 41; Svoboda, 2004, p. 96).

I performed magnetic separation of the fine and coarse fractions of the
glauconitic material using a Frantz-type isodynamic separator with a current
of 0.55A, a longitudinal dip of 15°, and a transverse tilt of 8°.
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3.2.2.2 Cementing

Most of the rock magnetic laboratory procedures in my experimental plan
required discrete, orientable specimens with a volume of around 1–10 cm³. To
produce these from disaggregated material, I mixed the material with aqueous
sodium silicate solution to form a paste, using a ratio of approximately 7 cm³
of dry material to 12 cm³ of 50% sodium silicate solution. Sodium silicate solu-
tion (also known as ‘water glass’) dries to a strong, clear, heatproof cement with
negligible saturation magnetization. It has frequently been used in palaeomag-
netic and archaeomagnetic studies to stabilize friable specimens (e.g. Gómez-
Paccard et al., 2006) or to produce solid samples from unconsolidatedmaterial
(e.g. Dankers, 1981). While Kostadinova et al. (2004) raised concerns about its
effect on the thermal variation of magnetic susceptibility, they found no effect
on remanence. I did not use sodium silicate in the preparation of the ‘P’ series
of samples, so its effect on thermal susceptibility variation was not a concern.

In order to monitor for any effects due to sodium silicate impregnation
or other aspects of sample preparation, I produced artificial cube samples for
sites 1 and 3 using disaggregated but otherwise untreated bulk material. Any
effects from the process of producing cube samples should thus be visible as
a deviation between the behaviour of the drilled cores and the corresponding
cemented cubes.

I packed the paste firmly into plasticmoulds constructed from iodp sample
cubes (the ‘Japanese cube’ described by Richter et al., 2007). I modified the
cubes by removing the bottom and drilling 93 evenly spaced 1.5mm holes in
the sides and lid, to allow sufficient air circulation for the paste to dry. I used
the lid as a removable bottom, allowing easier extraction of the dried samples,
and lubricated the moulds using silicone spray.

I left the paste to dry in themoulds for 24–48 hours at room temperature in
a field-free (<150 nT) room before extracting themoulded cubes.The resulting
cubes had a measured volume of approximately 4 cm³.

3.2.3 Measurements and analyses

In this section I describe the experimental protocols and techniques I applied.
Specific details of the equipment I used are given in Appendix C on page 329.
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3.2.3.1 Magnetic methods: cylinder and cube samples

I subjected all the drill-core and cube samples to the following treatments:

1. Stepwise af demagnetization of any remanent magnetization, using steps
of 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140,
and 150mT. (I also used these steps for subsequent stepwise af and anhys-
teretic remanent magnetization (arm) treatments.) The synthetic samples
were not expected to have any initial remanence, but I included them in
this treatment to ensure uniformity of treatment across all samples.

2. Stepwise acquisition of an arm with a bias field of 45 μT, followed by step-
wise af demagnetization of the resulting remanence.

3. Stepwise irm acquisition. Irms were imparted using a pulse magnetizer,
with steps of 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85,
90, 100, 110, 120, 130, 140, 150, 160, 180, 200, 250, 300, 350, 400, 450, 500,
600, 800, and 1000mT.

4. Stepwise irm backfield application (also called dc demagnetization), using
the same steps, until the previously acquired irm was erased.

5. Stepwise af demagnetization of a 1 T irm.

6. The coercivity analysis technique devised by Lowrie (1990); this com-
prises thermal demagnetization of three different, orthogonal irms, and
is described in more detail below.

The Lowrie (1990) technique is a well-established method for efficiently meas-
uring the thermal unblocking spectra of grain populations with varying coer-
civities. Three irms of decreasing intensity (in this study: 1, 0.4, and 0.12 T)
are successively imparted at orthogonal angles to each other; lower-coerciv-
ity grains will be realigned with one of the weaker fields, while the grains of
highest coercivity will retain the alignment imparted by the initial, strong field.
The samples are then subjected to stepwise thermal demagnetization, in this
case from 25°C to 775°C in 25°C steps, with a heating time of 40 minutes at
each step. The decreases in remanence along the three irm directions allow
determination of a separate unblocking spectrum for each of the coercivity
classes.
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3.2.3.2 Magnetic methods: powder samples

The P series of powder samples was only used for temperature-dependent
magnetic susceptibility measurements. I made these measurements using a
716A/m, 976Hz field in an argon atmosphere (99.999% purity) with a flow
rate of 100ml per minute. The temperature range was 40°C to 700°C, with a
heating rate of 11°C per minute and an average measurement interval of about
6°C, resulting in around 245 measurements per sample.

Correction of tdms data

The cs-3 furnace apparatus used for the measurement consists of a water-cir-
culating cooling unit containing a glass sample tube, into which is inserted a
probe which acts both as heating element and thermometer. Unfortunately the
furnace assembly itself undergoes changes in magnetic susceptibility with tem-
perature, and it is thus necessary to correct the raw data to compensate for
this. A procedure for this is described in Hrouda (1994), and is in essence very
simple: a set of ‘free-furnace’ measurements is taken without a sample in the
tube; for each sample measurement, the free-furnace measurement is subtrac-
ted. Since the exact measurement temperatures vary slightly from one run to
the next, it is necessary to interpolate the free-furnace data to obtain the fur-
nace susceptibility for the sample measurement temperatures. I modified the
procedure described by Hrouda (1994) in two ways:

1. The susceptibility variation of the sample tube is small compared to that of
the probe and water jacket; Hrouda (1994) thus found it sufficient to cor-
rect for the water jacket and probe, and to regard the sample tubes as inter-
changeable.With time and use, however, the tubes can become slightly con-
taminated with residue from previous measurements, altering their mag-
netic behaviour. I thus chose to correct each sample measurement using a
free furnace measurement made using the same sample tube.

2. Hrouda (1994) smoothed and interpolated the free-furnace data using a
five-point moving average; following the recommendation of Takezawa
(2006), I instead used a cubic smoothing spline (Silverman, 1985).
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Progressive heating cycles

Heating-induced mineral alteration is a frequent problem in thermomagnetic
investigations of all kinds, including measurement of the temperature depend-
ence of magnetic susceptibility (tdms). Hrouda (2003) discussed this prob-
lem and recommended repeated heating of the sample to progressively higher
temperatures. While this does nothing to prevent alteration occurring, it does
make it easier to see howmuch alteration occurswithin each temperature inter-
val; when constrained like this, the alteration temperatures themselves can
become useful clues to the sample mineralogy. I adopted this protocol, using
100°C intervals up to 700°C. I also attempted to limit oxidation of samples
by heating them in an argon atmosphere. Significant alteration still occurred,
however.

3.2.3.3 Non-magnetic methods

Polished thin sections were made from a drill core from each of the three
sampled positions within the section. Four polished mounts were also made
from the four sets of grain separates. I examined these sectionsmicroscopically
under transmitted and reflected light, and using secondary and backscattered
electron imaging. I used an energy dispersive X-ray spectroscopy (eds) micro-
probe to investigate compositions of individual mineral grains in an attempt
to identify remanence carriers visually.

3.3 Results

In this section I present experimental results with a minimum of interpreta-
tion; discussion and analysis is deferred to the next section. Themagnetic data
files, micrographs, and microprobe analyses are included on the data cd-rom
(appendix D).

3.3.1 Rock magnetic parameters

Values for several common rockmagnetic parameters for the samples are given
in table 3.2. χ is positively correlated with glauconitic content. Both the sirm
and χarm are negatively correlated with glaucony, indicating a lower concentra-
tion of remanence carriers in the glauconitic samples. The Hcr, H'cr, and mdf
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parameters show relatively little variation overall, indicating similar coercivity
spectra for all the samples.

Sample Hcr H'cr mdf sirm χ χarm
name mT mT mT mA/m si×10−⁴ si×10−⁴

d1 42.8 48.5 28.3 163 2.1 2.3
c1 43.0 49.5 28.5 199 2.1 2.4
d3 42.3 48.2 27.9 162 1.6 1.9
c3 41.5 47.7 27.6 170 1.9 1.9
c2cn 44.5 51.8 28.8 127 3.8 1.2
c2fn 44.6 52.0 29.4 110 3.5 1.1
d2 41.1 47.1 25.4 86 5.8 0.90
c2cm 46.7 56.0 28.9 52 4.7 0.39
c2fm 42.1 49.7 26.8 66 5.5 0.53

Table 3.2 Rock magnetic parameters for sample sets

3.3.2 Irm, backfield irm, and af demagnetization of irm

Figure 3.2 shows individual plots of irm acquisition and dc demagnetization
by backfield irm. The samples show significant variation in saturation iso-
thermal remanent magnetization (sirm), but all have similar, low, coercivities.
Figure 3.3 shows the stepwise af demagnetization of a 1 T irm.

3.3.3 Arm acquisition and demagnetization

Figure 3.4 shows stepwise arm acquisition curves for all the samples and af
demagnetization curves for the imparted arms. The initial values of the af
demagnetization curves are a little lower than the final values of the acquisition
curves; this is most probably due to viscous decay of magnetization during the
period between the two experimental runs (30–90 minutes).

The most noticeable feature of the arm acquisition curves is the anomal-
ously low remanence acquired by the c1 and c3 sample groups during the first
five (0–20mT) steps. I interpret this as experimental error, for the following
reasons: the fact that the c1 and c3 samples were measured in the same experi-
mental run, and were the only samples in that run; the lack of agreement with
other samples undergoing the same treatment (particularly the mineralogic-
ally identical d1 and d3 sets); the lack of corresponding artefacts in any of the
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Figure 3.2 irm acquisition and backfield demagnetization for all sample sets. Each plot shows the acquisition
curve on the right and the backfield curve on the left, using different horizontal scales. irm acquisition fields up
to 1 T were applied, but the acquisition curves are truncated at 500mT since all samples had acquired over 98%
of their saturation magnetization at this field.
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other af or irm experiments on the c1 and c3 samples, in particular the af
demagnetization of the acquired arm; and the very sharp difference between
the readings at 20mT and 25mT. The most likely explanation is a flux jump in
the z-axis squid of the cryomagnetometer.

3.3.4 Thermal demagnetization of irm
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Figure 3.5 Initial magnetizations of the three coercivity components

Figure 3.5 shows the relative initial irms of the three components. The results
of the thermal demagnetization are shown in figure 3.6. As would be expected
given the low coercivities suggested by the irm acquisition curves, themajority
of the remanence was aligned with the 0.12 T field in all the measured samples.
Typically the 0.12 T component accounted for around 75% of the total reman-
ence, with the 0.4 T component giving 15–20% and the 1 T component 5–10%.

3.3.5 Magnetic susceptibility measurements

3.3.5.1 Initial susceptibilities

I measured the volume-normalized room-temperature magnetic susceptibilit-
ies of the drill-core and cube samples using the mfk-1a kappabridge. The res-
ults are show in table 3.2; the values for d2 and the glauconitic separates agree
well with the glaucony susceptibilities given in figure 5 of Bentor and Kastner
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Figure 3.6 Thermal demagnetization of the triaxial magnetization in 25°C steps from 25°C to 775°C. For each
sample set, the three coercivity components are individually normalized and plotted on the same graph. The
apparent higher noise levels for the 0.4 T and 1 T components are due to their lower remanences.
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(1965). As would be expected, the less glauconitic sites 1 and 3 show lower sus-
ceptibilities compared to the glauconitic site 2, and the glauconitic separates
have higher susceptibilities than the non-glauconitic separates. One unexpec-
ted result is that the whole-rock d2 samples have slightly greater susceptibility
than the glauconitic separates c2cm and c2fm. The most likely explanation is
that the fine, sub-62 μm particles in the drill-core were slightly paramagnetic
and contributed to the susceptibility, whereas the separates are cemented with
diamagnetic sodium silicate.

3.3.5.2 Results

The results of the tdms experiments are shown in figure 3.7 (p. 48). All the
samples show large, irreversible increases inmagnetic susceptibility, indicating
significant heating-inducedmineral alteration.The combined plots are domin-
ated by the high susceptibilities caused by alteration in the 500–600°C range,
which obscures the possibly more informative behaviour just below 600°C. In
figure 3.8 (p. 49) I plot the 600°C heating step with an expanded vertical scale
which shows this behaviour more clearly.

3.3.6 Optical microscopy

Optical study of the thin sections revealed various opaque, reflective mineral
phases, including framboidal pyrite up to 1mm in diameter. Other opaques
appeared euhedral with sizes ranging from 10 μm down to the optical resol-
ution limit of the microscope (around 1 μm); these grains were sometimes
embedded in glauconitic and polycrystalline siliciclastic grains, but were most
often observed in the matrix.

3.3.7 Electron microprobe analysis

I subjected around 50 of the opaque, reflective grains identified in thin section
to electron microprobe analysis; they were all identified as pyrite. Due to the
limitation imposed by the diameter of the probe beam, all the analysed grains
were above 5 μm in size. Figure 3.9 (p. 50) shows an example of pyrite crystals
in a polycrystalline grain.
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Figure 3.7 Variation in susceptibilities across successive heating cycles. Solid lines show heating; dashed lines
show cooling. The cooling line for a temperature step T1 is always replicated by the heating line for the next
temperature step T2, since all the possible alteration up to T1 has already taken place.
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Figure 3.8 Susceptibility variation in the 600°C heating step, showing a steep decrease at around 550–600°C for
each sample.
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Figure 3.9 A complex polycrystalline grain imaged with electron backscatter. The bright grains in the upper right-
hand region (circled) were identified as pyrite by eds.

3.4 Analysis of results

In this section I analyse and interpret the raw experimental results presented
in the previous section in order to determine the magnetic mineralogy of the
samples.

3.4.1 Irm acquisition curves

The normalized irm curves all had very similar shapes, suggesting that while
the remanence carriers varied in concentration, there was little change in bulk
magnetic mineralogy across the horizon. In all cases the material was domin-
ated by low-coercivity remanence carriers: in progressive irm magnetization
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Figure 3.10 Similarity of normalized irm curves across all 36 drill-core and cube specimens in the study. The dark
grey area shows the full range of values; the light grey area shows one standard deviation either side of the mean;
the black line shows the mean. The samples acquired over 90% of their saturation remanence by 160mT.

to 1 T, all samples acquired over 90% of their magnetization by 160mT. Fig-
ure 3.10 shows the narrow range of irm behaviours among the samples.

The non-normalized irm acquisition curves in figure 3.11 show the relative
sirms of the different sample sets. The d1 and d3 sets have practically identical
curves, indicating very similar magnetic mineralogies and concentrations.

Theoretically – assuming that the sampled material is homogeneous and
that the cube preparation has no effect on magnetic properties – the non-nor-
malized irm curves for the drilled samples d1 and d3 should be identical to
those for their corresponding cube samples c1 and c3. In the case of site 3
(above the glauconitic horizon), the correspondence is very good, but at site
1 (below the glauconitic horizon) there is a significant discrepancy in sirm
between d1 and c1. The shapes of the d1 and c1 curves, however, are practic-
ally identical (a linear regression gives R² = 1.000, as compared to a mean R² of
0.997 across all possible pairs of curves) so the variation is only in the apparent
concentration of magnetic minerals. The most likely causes for this variation
are miscalculation of the cube volumes and small-scale inhomogeneity in the
concentration of remanence carriers.

There is a clear difference in sirm between the samples within the glauc-
onitic horizon (site 2) and those either side of it (sites 1 and 3), with the
sirm of the latter being about twice as large. Within the samples from site
2, the core samples d2 plot, as would be expected, close to the mean of the
mineral separates (the c2 samples). Interestingly, the most remanence seems
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Figure 3.11 Mean irm acquisition curve for each sample set; note the logarithmic scale on the x axis.

to be carried by the less magnetically susceptible fractions c2fn and c2cn.
Since most of the common remanence-carrying minerals (magnetite, titano-
magnetite, maghaemite, titanomaghaemite, monoclinic pyrrhotite) have high
magnetic susceptibilities (0.6–6 SI units), this inverse relationship between sus-
ceptibility and sirm is uncommon – indeed, in cases where magnetite con-
centration is sufficiently high and the matrix of low susceptibility, magnetic
susceptibility has successfully been used as a linear measure of magnetite con-
centration (e.g. Shandley and Bacon, 1966 and Puranen, 1977). Haematite and
goethite have lower susceptibilities, but their saturationmagnetizations are cor-
respondingly lower, and theymay in any case be ruled out here since they both
have coercivities much higher than any observed in these samples (France and
Oldfield, 2000). The inverse correlation between susceptibility and sirm must
thus be attributed to the well-known high paramagnetic susceptibility of glauc-
ony (Odin, 1982, p. 389) and a higher concentration of ferrimagnetic particles
in the non-glauconitic grains.
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Figure 3.12 Remanence decrease on application of irm backfield

It seems plausible that the carriers are sub-micron crystals incorporated
within larger polycrystalline grains. The magnetic susceptibility of pure mag-
netite has been variously measured as 1–5.7 SI (Hunt et al., 1995), and has a
theoretical upper bound of around 20 SI (Dunlop and Özdemir, 1997, p. 139).
All my non-magnetic separates had a susceptibility above 3.3×10−⁴ SI. A
25 μm-diameter diamagnetic quartz grain containing a 1 μmmagnetite crystal
would have a susceptibility below 3×10−⁴ SI and could thus enter the non-mag-
netic fraction. This model requires, of course, that the concentration of reman-
ence-carrying ferromagnetic grains in the magnetically susceptible glaucony
fractions is far lower than in the non-glauconitic fractions. The encapsulation
of magnetite grains would also explain how they escaped the widespread pyr-
itization evident in the samples.

3.4.1.1 Irm backfield

Onprogressive application of an irmbackfield, all samples reached zero reman-
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ence at 40–50mT.The demagnetization behaviour is shown in figure 3.12. I cal-
culated precise Hcr values by linear interpolation across the zero-remanence
line; they are shown in table 3.2 (p. 41).

3.4.2 Log-Gaussian modelling of irm curves

irm acquisition curves are a powerful tool for determining a sample’s coerciv-
ity spectrum and hence its magnetic mineralogy. Two useful plotting conven-
tions have developed as variations of the straightforward field-remanence plot:

1. The x axis ismade logarithmic; this givesmore space to the lower-coercivity
regions where remanence acquisition is usually most rapid.

2. The slope of the remanence acquisition curve, rather than the remanence
itself, is used as the y co-ordinate (e.g. by McIntosh et al., 1996). This prac-
tice has a simple physical interpretation: for two magnetizing fields H₁<H₂,
the incremental irm IRM(H₁)−IRM(H₂) acquired between them is due to
the particlesmagnetized byH₂ whichwere notmagnetized byH₁; the slope
(IRM(H₁)−IRM(H₂))/(H₁−H₂) thus represents the coercivity of that frac-
tion of the sample. In the limit as H₁→H₂, the slope of the line at H₁ rep-
resents the relative fraction of particles with a coercivity of H₁. The derivat-
ive graph thus provides a clear visual representation of the coercivity spec-
trum. (Dunlop (1972) employed a lower-resolution version of this tech-
nique, plotting incremental remanence at 0.1 T intervals.)

Early studies, such as that of Dunlop (1972), employed irm analyses which
were to some extent qualitative. A major step toward more quantitative model-
ling of irm acquisition wasmade by Robertson (1993), who found that the irm
acquisition curves of individualmagneticmineral phases could be expressed as
cumulative Gaussian functions of the logarithm of the magnetizing field; the
technique was described more thoroughly by Robertson and France (1994).
Multiple magnetic phases in a sample can thus be resolved by decomposing
the irm acquisition curve into a sum of cumulative log-Gaussian (clg) func-
tions. The saturation magnetization of an individual clg curve will of course
depend on the concentration of the associated mineral phase as well as its sat-
uration magnetization. However, the position and width of the Gaussian peak
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Figure 3.13 Plot of gradient of magnetization vs. log(applied field) for the samples in the study. Each line shows
the mean magnetization of four or five sister samples.

(corresponding respectively to themean coercivity and the variation in coerciv-
ities) are independent of concentration and can thus be diagnostic of amineral
phase.

In early applications of clg fitting (e.g. Robertson (1993) and McIn-
tosh et al. (1996)), the component curves were fitted by eye. Stockhausen
(1998) developed mathematical criteria to assess goodness of fit and an inter-
active computer program to aid in manual fitting. Kruiver et al. (2001)
developed more objective statistical tests for goodness of fit. Heslop et al.
(2002) developed a program which can automatically fit a set of clg functions
to a dataset, using an expectation-maximization algorithm (Dempster et al.,
1977).

3.4.2.1 Application of clg model

As a first step towards clgmodelling ofmy irmdata, figure 3.13 plots the gradi-
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ents of irm remanence against the logarithm of the applied field. Although
there are major differences in the magnitude of the magnetizations, the shapes
of the curves are very similar, both between the glauconitic and non-glauc-
onitic sites and between the glauconitic and non-glauconitic separates. This
similarity indicates that the remanence carriers are largely the same in all the
samples, with the main variation being in their concentration.

I used the program described by Heslop et al. (2002) to fit clg functions
to the irm curves of my samples; the results are shown in figure 3.14 (p. 57).
While there is some noise in the data, the two-component clg model provides
a very reasonable fit to the measured irm acquisition curves. The two com-
ponents overlap heavily; component 1 carries most of the remanence in every
sample, and compared to component 2 it has a slightly lower mean coerciv-
ity and a narrower coercivity spectrum. The figure also shows the results of a
single-component fit, which in most cases is noteiceably worse than the two-
component fit. I now consider the validity of these models.

3.4.2.2 Validity of cumulative log-Gaussian models

Heslop et al. (2004) raised doubts about the universal applicability of clgmod-
els to irm acquisition curves. Using a Preisach-Néel (Spinu and Stancu, 1998)
model of magnetic grain behaviour, they identified three effects which might
cause deviation from Gaussian behaviour:

1. Interaction of magnetic grains. Interaction is unlikely to cause significant
effects in this study: the magnitude of the sirm for the studied samples
indicates a very low concentration of magnetizable minerals. Robertson
and France (1994) calculated that interaction effects should only become
significant when the separation of the magnetizable grains is close to their
own diameters, which should be far from being the case here. It is possible
that the magnetite grains are clumped, which might result in interaction
despite the overall low concentration; however,Heslop et al. (2004) showed
that interaction should result in a negatively skewed distribution, whereas
the distributions given by my samples are all positively skewed.

2. Initial magnetization state of the sample. In this study, samples were sub-
jected to complete triaxial af demagnetization before application of the
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Figure 3.14 Normalized logarithmic plots of irm acquisition curve gradients, fitted as a sum of two Gaussian
functions. Points show irm gradient averaged across sister samples; shaded curves show individual Gaussian
functions for a 2-component fit; solid line shows sum of Gaussians; dashed line shows the best-fitting single
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irm; this procedure is strongly recommended by Heslop et al. (2004) as it
minimizes the chance of distorting the log-normal distribution.

3. Thermal relaxation. Unlike the two preceding effects, thermal relaxa-
tion cannot easily be discounted a priori. However, Heslop et al. (2004)
observed that ‘[t]hermal relaxation and magnetic interaction result in neg-
atively skewed distributions. This indicates that positively skewed distribu-
tions should be interpreted along the lines of mixed mineralogy’. All the
distributions in the present study are positively skewed.

It thus seems reasonable – on consideration of the irm data alone – to pro-
visionally interpret the clg fits as a reflection of two actual mineral phases
rather than an experimental artefact. Heslop et al. (2004) warned, however,
that the em algorithm ‘can produce quite variable results for multicomponent
systems where major and minor components are almost completely overlap-
ping’. Quantitative interpretation of the two-component fit should therefore be
undertaken with caution, and checked against the results of other analysis tech-
niques; it is possible that the single-component fit, though noticeably poorer
for most samples, is a more accurate reflection of the true mineralogy. In the
remainder of this section, I apply other analyses to constrain the ambiguities
of the clg model.

3.4.2.3 Application and interpretation of clg models

A Gaussian curve can be characterized entirely by three parameters; adapt-
ing the notation of Heslop et al. (2002), the Gaussian function can be written
as:

𝑓(𝐵) = 𝑀

𝐷𝑃√2𝜋
exp 

(𝐵 − 𝐵½)

2𝐷𝑃  (3.1)

Where: B is the base-10 logarithm of the field for which the function is to be
evaluated; Mri is the relative contribution of the component to the total reman-
ence;B½ is the logarithmofH'cr, the field atwhich this component has acquired
half its remanence, corresponding to the mean of the distribution curve; and
DP is the dispersion parameter, corresponding to one standard deviation of
the distribution.
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Figure 3.15 displays these parameters more directly than the curves, allow-
ing variations in composition to be evaluated more easily. From this figure it
can be seen that:

1. Drill-core samples have compositions practically identical with the equi-
valent cube samples, as would be hoped.

2. The magnetic composition of sites 1 and 3 is the same.

3. The d2 samples differ slightly from those at sites 1 and 3: component 1 is
stronger, and component 2 shows a slightly higher mean coercivity and a
broader spectrum.

4. Amongst the separates from site 2, component 1 is strongest in c2fm and
weakest in c2cm.
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5. The only notable correspondence between clg parameters and either mag-
netic or size fractionation is the slightly higher DP in the fine fractions.

6. Despite these variations, the coercivity spectra of the two components
remain fairly uniform across the sample sets. The variation in their relat-
ive abundances is far greater: the contribution of component 2 to the total
irm ranges from 26% in c2fm to 45% in c3.

7. Component 2 is more prominent in the coarse fractions c2cm and c2cn.

3.4.2.4 Identification of components

Symons and Cioppa (2000) collated published data to produce type curves for
irm magnetization and af demagnetization of magnetite, pyrrhotite, haemat-
ite, and goethite in a variety of domain states. Since these reference curves are
empirically derived from published data, they do not incorporate the assump-
tion that a mineral phase can be modelled by a clg curve. Using these curves –
rather than simply comparing the curve parameters themselves with reference
values given by Robertson and France (1994) and elsewhere – thus provides
an extra check on the validity of the clg modelling technique.

As would be expected from amixture of mineral phases, themeasured irm
acquisition data (prior to unmixing) can not be fitted to any of the type curves.
However, the inidividual log-Gaussian components can be integrated back into
cumulative distribution functions described by the function

1
2 1 + erf 

𝐵 − 𝐵½

√2𝐷𝑃  (3.2)

corresponding to the irm acquisition curves which would be obtained if the
two components were physically separated and individually analysed. These
‘virtual’ irm acquisition curves for components 1 and 2 are plotted in fig-
ure 3.16 (p. 61) and figure 3.17 (p. 62) against the type curves for magnetite
and pyrrhotite respectively.

From these correspondences the two components can be interpreted
as single-domain (sd) or pseudo-single-domain (psd) magnetite, and psd
pyrrhotite. Symons and Cioppa (2000) also includes type curves for af demag-
netization curves; however, since it is not clear that af demagnetization curves
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Figure 3.16 Component 1 of each sample set plotted against type curves for magnetite. Shaded areas represent
zones of multi-domain (md), pseudo-single-domain (psd), and single-domain (sd) behaviour.

can be unmixed in the same way as irm acquisition curves, it is not possible to
produce meaningful virtual component plots for af demagnetization.

Given the heavy overlap between the magnetite and pyrrhotite fields, these
plots alone cannot definitively determine themineralogy. Magnetite coercivity
can be increased by the dominance of shape anisotropy in irregularly shaped
grains (Dunlop and Özdemir, 1997, p. 56); in sediments, bacterial magneto-
some chains can give rise to this effect (Moskowitz et al., 1993). However, the
irm data still provide important and well-defined constraints which can be
combined with those imposed by other experiments.

3.4.3 Irm acquisition and dc demagnetization

A comparison between irm acquisition and the ‘dc demagnetization’ applied
by a backfield irm can be useful in constraining a sample’s mineralogy. Wohl-
farth (1958) calculated relations between sirm, irm, backfield irm, and par-
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Figure 3.17 Component 2 plotted against type curves for pyrrhotite. Shaded areas represent zones of multi-
domain (md), pseudo-single-domain (psd), and single-domain (sd) behaviour.

tially af-demagnetized irm for a theoretical assemblage of non-interacting,
stable single-domain magnetic grains. By measuring these magnetizations for
a sample and comparing their relations to those predicted byWohlfarth’s equa-
tions, deviations from ‘ideal’ non-interacting stable single-domain (ssd) beha-
viour can be seen.

For an ideal grain population and any field 𝐻 below the saturating field,
the following relation should hold between the irma acquired from a demag-
netized state, the saturation irms, and the backfield irmb:

IRM𝐴(𝐻) = IRM𝑆 −2 IRM𝐵(𝐻) (3.3)

This relation can be understood by considering the sub-population of grains
aligned by a particular field H. Before initial irm acquisition, the grains are
magnetized in random directions, giving a net zero remanence; the applica-
tion of H imparts a net remanence M to the grains. Applying the backfield −H
to the sample will affect exactly the same sub-population of grains. This time,
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Figure 3.18 Partial Henkel (1964) plot for all sample sets, showing the relationship between irm acquisition and
backfield response for the same applied fields. The dotted line shows the theoretical ideal behaviour for an
assemblage of non-interacting sd grains according to the equations of Wohlfarth (1958).

however, they are initially aligned anti-parallel to the field, so their remanence
changes from M to −M. The ideal backfield curve thus has the shape of the
acquisition curve, inverted and scaled by a factor of two.

Henkel (1964) devised a plot of acquisition irm versus backfield irm (for
the same field strength, both remanences normalized to sirm) which can show
deviation from ssd non-interacting behaviour. Samples plotting above the y =
½(1−x) line would indicate positive interaction; this behaviour is hardly ever
observed (Jackson, 2007). Samples plotting below the line indicate either neg-
ative interaction between single-domain particles or multi-domain behaviour.
Modelling byMuxworthy et al. (2003) suggested that interaction effects should
only be significant when magnetic particles are separated by less than twice
their grain size. A rough bound on particle separation can be calculated from
the sirm:mymostmagnetic sample set, c1, acquired a sirm of around 0.2A/m.
Even if all the remanence were carried by monoclinic pyrrhotite, which has
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a saturation magnetization of 80 kA/m, this would imply a concentration of
about 2.5 ppm, giving an average particle spacing tens of times greater than
the grain size.

A full Henkel plot requires irm backfield remanences to be measured all
the way to reverse saturation. I only applied backfields until the remanence
reached zero, but even a partial Henkel plot of this data (figure 3.18) shows the
samples’ behaviour adequately. Once more, the behaviour of all the samples is
fairly similar, with IRM𝐴 / IRM𝐵 falling below the ssd reference line. Given
the unlikelihood of interaction effects, this probably indicates the presence
of multi-domain grains, although it is difficult to draw any conclusions as to
the relative abundances of ssd, psd (pseudo-single domain), and md (multi-
domain) grains.

Cisowski (1981) devised anothermeans of comparing irm acquisitionwith
af demagnetization: a crossover plot with applied field on the x axis, and both
irm acquisition and backfield demagnetization (rescaled by one-half) on the
y axis. In this case, ideal behaviour would produce a symmetrical graph. Since
a crossover plot conveys essentially the same information as a Henkel plot, I
have not produced one here.

3.4.4 Arm acquisition and af demagnetization

Theoretically, the shape of an arm acquisition curve should be practically
identical to an af demagnetization curve for the acquired remanence: since
the bias field is small relative to the af field, the population of grains aligned
at any given af field during arm application should be the same as the pop-
ulation which is randomized by the same alternating field strength during af
demagnetization. I calculated a linear regression between the magnetization
and demagnetization curves of each sample to test this relationship; in every
case the R² value was above 0.99, indicating that the samples’ behaviour closely
follows the theoretical model. The slope of the regression lines varies from
–0.84 to –0.97, differing from the ‘ideal’ value of –1 due to viscous decay of
remanence before demagnetization.

I used the saturation (or near-saturation) magnetizations at 150mT to cal-
culate arm susceptibility values, which are shown in table 3.2. They follow the
same trends as the saturation irms. An interesting difference between arm
and irm behaviours is evident both in the magnetization graphs and in com-
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parisons between sirm and χarm the sodium silicate treatment appears to have
less effect on arm behaviour. The arm behaviour of the d1 and d3 drill-core
samples is almost identical to that of the corresponding cubes. In contrast, the
drill-cores from sites 1 and 3 respond almost identically to irm, but the cube
samples (especially from site 1) acquire a higher remanence.

χarm is often used in conjunction with χ to estimate magnetic grain size,
using the method of King et al. (1982) or subsequent modifications such as
that of Maher (1988); however, this method actually requires measurement of
the susceptibility of the ferrimagnetic, arm-carrying component in isolation.
Inmany cases, the paramagnetic susceptibility of a sample is negligible and the
bulk susceptibility is a good approximation to the ferrimagnetic susceptibility;
such is not the case here. Since the paramagnetic and ferrimagnetic susceptib-
ility contributions cannot be resolved without the use of hysteresis measure-
ments, χarm cannot be used in this case to confirm the grain-size estimates
derived from the irm curve shapes.

3.4.5 Af demagnetization of irm

The af demagnetization curves of saturation irm in figure 3.3 give indica-
tions of the domain state of the remanence-carrying grains. Reference plots
of af demagnetization (e.g. Dunlop and Özdemir, 1997, p. 291; Symons and
Cioppa, 2000) show that, at least for magnetite, single-domain or pseudo-
single-domain grains give a sigmoidal curve, with an initially flat or shallow
slope, steepening for the first half of the curve before inflecting and shallow-
ing out as the remanence approaches zero. Multi-domain grains, in contrast,
give rise to a more hyperbolically shaped curve with an initially steep slope
which flattens out progressively without inflection. The samples in this study
all produce curves with the sigmoidal, single-domain shape.

3.4.6 Temperature dependence of susceptibility

All the samples showed complex behaviour during the successive heating
cycles, with major heating-induced mineral alteration (manifested as irrevers-
ible temperature-susceptibility curves) in the 500-700°C range.
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3.4.6.1 Determination of Curie and Néel points

Temperature-susceptibility curves can often be used to determine the disorder-
ing temperature (Curie or Néel point) of a ferromagnetic (sensu lato) mineral.
If alteration occurs during heating, themeasured disordering temperaturemay
be that of an alteration product rather than a component of the original sample.
Though this may preclude precise identification of the original minerals, it can
still provide a valuable constraint. For example, a transition to paramagnetic
behaviour below 600°C would rule out haematite as a component – regardless
of any alteration – since haematite is thermally stable up to and beyond its Néel
point of 675°C.

The approximate disordering temperature of a mineral can easily be seen
on a temperature-susceptibility curve, usually appearing as a spike in suscept-
ibility – the Hopkinson (1889) peak – followed by a sharp decline to a near-
zero value as the ferromagnetic susceptibility disappears, leaving only a weak
paramagnetic signal. However, since the disappearance of ferromagnetism is
not instantaneous, the exact disordering temperature is not self-evident.

Before the wide availability of equipment for tdmsmeasurement, disorder-
ing temperatures were usually determined from temperature-magnetization
curves, most usually by the two-tangent method of Grommé et al. (1969). This
technique has subsequently been applied to temperature-susceptibility curves,
for example by de Wall and Nano (2004). Petrovský and Kapička (2006) poin-
ted out that, due to the inequivalence of magnetization and susceptibility, this
practice can produce significant (>50%) errors; this criticism is applicable to
any magnetization-specific method applied to susceptibility data, such as the
‘extrapolation’ method of Moskowitz (1981) or the ‘differential’ method of
Tauxe (1998). Petrovský andKapička (2006), while cautioning that it is ‘practic-
ally impossible to determine the Curie point precisely’ from susceptibility data,
describe three methods which can give acceptable accuracy under certain con-
ditions. (In the following discussion I follow the terminology of Petrovský and
Kapička (2006) in referring only to Curie points, but their arguments apply
equally well to Néel points.)

1. Analysis of the paramagnetic portion of the curve above the Curie point:
χ−¹ is plotted against temperature, which should give a linear increase in
accordancewith theCurie-Weiss law. A fit to the linear portion of the curve
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Figure 3.19 Disordering temperatures, determined by two methods. The solid dots show the susceptibility; the
vertical grey line connects the inflection point to the x axis; the crosses show inverse susceptibility; the solid
straight lines show the least-squares linear fit and the range to which it was applied. The two estimates of the
disordering temperature are thus given by the intersection of the two grey lines with the x axis. Note that, for each
of the samples p2cm and p2fm, two disordering temperatures (corresponding to two different mineral phases) are
determined.
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is extrapolated to the χ−¹ line, and the intersection gives the Curie point.
Apart from its accuracy, this method has the advantage that its reliability
can be checked on a case-by-case basis by evaluating the goodness of the
linear fit. If the fit is poor (perhaps due to a mixture of different mineral
phases) another method can be applied.

2. A ‘sharp’ Hopkinson peak can be used as the Curie point. (The Hopkin-
son peak is usually observed to occur just below the Curie point – e.g. by
Radhakrishnamurty and Likhite (1970) – but this technique is presumably
intended for cases where the subsequent susceptibility decline is near-ver-
tical, so the difference will be negligible.)

3. If a broad susceptibility peak is observed, the inflection point on the high-
temperature side of the peak can be taken as the point at which paramag-
netic behaviour becomes dominant. The theoretical justification for this
technique is not as clear as that for the inverse-susceptibility technique, but
for my samples the two methods showed reasonable agreement – in most
cases to within 5°C (see table 3.3).

For this investigation I used both the first (inverse susceptibility) and third
(inflection point) techniques on each sample, allowing me to cross-check the
accuracy of the estimates. The second (Hopkinson peak) technique was not
used since none of the samples produced sufficiently sharp peaks. The results
are shown in figure 3.19 (p. 67) and table 3.3 (p. 69).

3.4.6.2 Heating-induced alteration

The temperature-susceptibility curves for the powder samples are shown in
figure 3.7 (p. 48). As with the irm acquisition curves, most of the differences
between samples are quantitative rather than qualitative. Almost all samples
show little or no alteration below 400°C; in the 400–700°C temperature range,
most of the alteration takes place between 500 and 600°C (except in p2cn).The
changes are summarized in figure 3.20 (p. 70).

3.4.6.3 Interpretation of disordering temperatures

One obvious feature of the curves is the minimal susceptibility above 600°C,
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Disordering temperature (°C)

Sample R² paramagnetic inflection mean

p1 0.995 499 494 496
p3 0.972 475 478 477
p2cn 0.997 448 444 446
p2fn 0.990 517 506 512
p2 0.999 465 462 463
p2cm 0.999 436 446 441
p2cm 0.998 591 594 593
p2fm 0.988 456 451 453
p2fm 0.993 592 594 593

Table 3.3 Disordering temperature determinations using two methods: least-squares linear
fit to paramagnetic inverse susceptibility, and inflection point of the high-temperature side
of the Hopkinson peak. The R2 value is for the linear fit; there is no goodness-of-fit parameter
for the inflection-point technique. The rightmost column gives the mean of the temperatures
calculated by the two methods. Note that two temperatures were calculated for each of p2cm
and p2fm

indicating the absence of haematite. This lack of susceptibility also indicates
an absence of any minerals which would alter to haematite below 700°C.

The calculated disordering temperatures in the 440-520°C range are inter-
esting mineralogically, but they do not correspond to a remanence carrier ori-
ginally present in the mineral: the Hopkinson peaks do not appear until the
cooling curve of the 600°C step, showing that they correspond to a mineral
formed by alteration in the 500–600°C range.This fact is confirmed by thermal
irm demagnetization curves of the corresponding D- and C-series samples.
If the mineral inferred from the tdms studies were initially present in the
samples, the loss of its irm should be visible as a steeper slope (corresponding
to a more rapid loss of remanence) in the temperature region just below the
disordering temperature; no such behaviour is observable in the irm thermal
demagnetization curves (figure 3.6, p. 46), which show a fairly steady decline
to around 600°C.

These disordering temperatures are too high to be attributed to any iron
sulphide or oxyhydroxide; the only minerals with disordering temperatures
above 400°C are magnetite, maghaemite, and haematite. In their pure forms
they all have disordering temperatures too high to fit with thosemeasured here,
but cation substitution can reduce these temperatures significantly (Readman
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Figure 3.20 Summary of increases in room-temperature susceptibility with successive heating cycles.

and O’Reilly, 1972). Given the high aluminium content of glauconite (Bentor
and Kastner, 1965), aluminium is a strong candidate for the substituting cation
in this case. Cation substitution by aluminium of glauconitic origin would be
consistent with the fact that p2 gives a lower temperature than the less glauc-
onitic p1 and p3.

All the samples show less dramatic but more palaeomagnetically interest-
ing Hopkinson peaks in the 550–600°C range (figure 3.8, p. 49). Since this is
close to the Curie temperature of magnetite (580°C), the coercivity spectra
indicate magnetite, and magnetite is unlikely to alter upon heating to 600°C
in an inert atmosphere, these temperatures may well correspond to magnetite
present in the original samples. Unfortunately, with the exception of p2cm and
p2fm, the curves are too complicated and the remanences too low for exact
determination of disordering temperatures, and their calculated positionsmay
be affected by the presence of alteration products. Nevertheless, they provide
some further support for the magnetite mineralogy which can be more defin-
itely inferred from the irm acquisition and thermal demagnetization experi-
ments.

Note also that almost all samples in figure 3.8 show sharp kinks in the tem-
perature-susceptibility curve shortly beforeminimum susceptibility is reached,
which may indicate the presence of two similar but distinct mineral phases.
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Figure 3.21 Thermal demagnetization of the 0.12 T component of a triaxial irm for all sample sets.

3.4.7 Thermal demagnetization

Like most of the other experimental methods, thermal demagnetization
of a triaxial irm produces fairly uniform behaviour between the samples (fig-
ure 3.6, p. 46). In general there is a more or less linear decline inmagnetization
with heating, with the line steepening suddenly at around 550°C to reach zero
just below 600°C. This point is close to the Curie temperature of magnetite,
with little or no deviation due to oxidation or cation substitution. It is interest-
ing to note the contrast between these results and those of the tdms study: in
the susceptibility experiments, the high-temperature curves were dominated
by huge Hopkinson peaks produced by thermal alteration products, making it
difficult to distinguish the Curie points of the pre-existing minerals. In these
irm demagnetization experiments, thermal alteration undoubtedly occurred,
and was accompanied by obvious colour changes in the samples. However,
since the demagnetization took place in a shielded oven within a field-free
room, the new minerals acquired no remanence, and did not obscure the
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demagnetization behaviour of the original mineralogy.
Although demagnetization behaviour was mostly uniform, there were

some deviations suggestive of small variations in mineralogy. Most notice-
able is c2cm, for which the 0.4 T component has a significantly steeper seg-
ment spanning the 150–250°C range. It is possible that this corresponds to the
thermal decomposition of greigite (Torii et al., 1996), but if so, it is a minor
component. The shape of the overall curve still corresponds largely to mag-
netite, and the d2 samples did not show any gyroremanent behaviour during
af treatment, which would be expected if there were significant quantities of
greigite (Snowball, 1997).

Figure 3.21 (p. 71) plots the 0.12 T components of all the samples together.
It is noticeable that only some samples show the ‘shoulder’ caused by a steep-
ening demagnetization curve from 500–600°C; specifically, the cubes made
from sieved separates do not have a shoulder. It is possible that the shoulder
represents a finer-grained component lost during sieving; however, this high-
unblocking-temperature component’s remanence is small compared to that of
the main component, and the Curie temperature indicates that they both con-
sist of magnetite.

3.4.8 Mineral composition

In this section I will attempt to synthesize the results of the various rock mag-
netic experiments to deduce the most likely composition of the remanence
carriers and other magnetically important minerals in the samples.

3.4.8.1 Iron oxides

The irm data, as discussed in section 3.4.2, is consistent with reference data
for magnetite. This diagnosis is also supported by the analyses performed by
Hutton and Turner (1936, p. 266) on samples from the Abbotsford Formation,
which showed minor to rare amounts of magnetite. However, the irm data
cannot constrain the mineralogy precisely. Magnetite forms part of a complex
solid-solution series which is usually represented in a ternary diagram span-
ning FeO (wüstite), TiO₂ (rutile, anatose, or brookite), and Fe₂O₃ (haematite
ormaghaemite); however, ironmay also be substitutedwith cations of other ele-
ments. Identification by magnetic techniques alone is thus necessarily impre-
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cise. Since I was unable to find any grains for direct microprobe analysis, the
exact mineralogy of component 1 could not be determined. It is possible to
give some constraints, however.
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Figure 3.22 Contours of equal Curie temperature (in degrees Celsius) on the lower part of the TiO2–FeO–Fe2O3
ternary diagram. Horizontal grid lines show x, the degree of titanium substitution; diagonal grid lines show z, the
oxidation parameter. Redrawn after Readman and O’Reilly (1972).

Degree of oxidation

Pure and cation-substituted magnetites can undergo oxidation, producing (in
the case of pure magnetite) cation-deficient spinels spanning a continuous
range from Fe₃O₄ to γ-Fe₂O₃ (maghaemite). Oxidizedmagnetites retain, along
with the spinel structure, similar magnetic properties to unoxidized magnetite,
making discrimination by purely magnetic means difficult (Evans and Heller,
2003, p. 46;Oldfield, 1999, p. 105).Discrimination by remanent coercivity spec-
trum is impossible, as can be seen from the type curves of Dunlop (1972).
Neither is susceptibility a useful diagnostic measure: the range of reported
susceptibilities for maghaemite is contained entirely within the range for mag-
netite (Hunt et al., 1995), and in any case the unknown concentration of the
spinel and the presence of other strongly susceptible minerals would make sus-
ceptibility-based discrimination highly impractical in this study.

One useful diagnostic property is the inversion temperature: the cation-
deficient spinel structure of γ-Fe₂O₃ is metastable and can alter under heat-
ing (Verwey, 1935) or pressure (O’Reilly, 1984) to the corundum structure
of α-Fe₂O₃ (haematite). This inversion causes a sharp drop in susceptibility,
since haematite’s mass-normalized susceptibility is 2–3 orders of magnitude
lower than that of maghaemite (Hunt et al., 1995). Kushiro (1960) gave a
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(very approximate) inversion pressure of 15MPa at 0°C, corresponding to a
water depth of 1500m; given the probable near-shore depositional environ-
ment, maghaemite can thus not be ruled out on this basis. Heating-induced
inversion has been reported at a wide range of temperatures; the survey in
Dunlop and Özdemir (1997) found a range of 250–900°C from eleven pub-
lished sources.Only three of these sources report inversion temperatures above
700°C, so it is probable (given the lack of inversion during my tdms studies)
that maghaemite is not present, but it cannot be ruled out entirely on this basis
alone. However, the Curie point offers another clue. Published measurements
vary (mainly because direct measurement is usually prevented by inversion
below the Curie point) but Dunlop and Özdemir (1997) considered 645°C
the ‘best present estimate’, with 675°C the highest published estimate. Thus,
if maghaemite is present in my samples, and if it does not invert to haematite
on heating to 700°C, it should show a Hopkinson peak and subsequent sus-
ceptibility drop within this temperature range; no such behaviour is evident,
so maghaemite can be ruled out in this case.

Themost direct way to determine the oxidation state would bemicroprobe
analysis; unfortunately none of the mineral grains I analysed were remanence
carriers.Themost reliable magnetic techniques for detecting oxidation of mag-
netite rely on low-temperature behaviour. Stoichiometricmagnetite undergoes
a Verwey (1939) transition at 110–120K, which can be detected as a sharp
decrease in sirm above the transition temperature. Torii et al. (1996) observed
the transition even for trace concentrations of magnetite. The Verwey trans-
ition is suppressed by oxidation (Özdemir et al., 1993), and can thus be useful
as a diagnostic test for oxidation. (A sharp susceptibility increase above the
Verwey transition has also been observed in md magnetites (Moskowitz et al.,
1998 and Muxworthy, 1999) but Muxworthy (1999) found that this was absent
for an acicular sd magnetite.) Low-temperature facilities are not available at
the Otago Palaeomagnetic Research Facility oprf so I have not attempted any
of these techniques.

Degree of cation substitution

Titanium is the most common substituting cation in magnetite, and by far
the most extensively studied, but the spinel structure can also accommod-
ate other elements, including aluminium, chromium, magnesium, manganese,
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and nickel (Dunlop and Özdemir, 1997, p. 79). One significant effect of
titanium substitution is a rapid decrease in the Curie point, as can be seen
from figure 3.22 (p. 73). Since no disordering temperatures are observed below
500°C, titanium substitution must be below 0.2 (assuming no or negligible
oxidation).

Curie temperature constraints

If the Curie points just below 600°C (figure 3.8, p. 49) represent original sample
mineralogy rather than alteration products, they give tighter constraints on the
degree ofmagnetite substitution.The complex shapes of the curvesmake exact
Curie points hard to infer, but they all appear to be above 550°C, correspond-
ing to a substitution parameter below 0.1. Since the coercivity spectra provide
strong evidence for magnetite, and since magnetite does not alter on heating
to 600°C, it is probable that these Curie points do indeed correspond to mag-
netite in the original samples.The inferred lack of oxidation and the highCurie
temperatures constrain cation substitution to a very low level, less than 0.1 if
titanium is assumed and the contours in figure 3.22 (p. 73) are used. Since the
goal of these rock magnetic investigations is to assess palaeomagnetic suitabil-
ity, such a constraint is probably sufficient: even if not entirely pure, a single-
domain magnetite with only slight oxidation or subtitution will carry a stable
remanence.

3.4.8.2 Sulphides

Several iron sulphides are capable of carrying remanence. Their potential
palaeomagnetic significance has become clear only in the past two decades
– a recent development compared to the long history of iron oxide investig-
ations – but much work has been done in that time. Even sulphides which
do not directly carry a remanence can exhibit distinctive magnetic properties
and alterations during laboratory treatment, and theymust thus be considered
during rock magnetic investigations. Snowball and Torii (1999) gave a useful
overview of the magnetic properties and significance of iron sulphides.

Pyrrhotites

The term ‘pyrrhotite’ denotes a range of iron sulphides with iron:sulphur ratios
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from 1:1 (troilite) to 9:11 (smythite) and various crystal structures (hexagonal,
monoclinic, or rhombic). Monoclinic pyrrhotite (Fe₇S₈) is the only palaeomag-
netically significant phase: although hexagonal pyrrhotites with higher Fe:S
ratios can sometimes carry a weak (compared to the monoclinic form) defect
ferrimagnetism (Dekkers, 1988 and Snowball and Torii, 1999), they have never
been reported as palaeomagnetic remanence carriers.

Pyrrhotite is a plausible candidate for coercivity component 2, as the coer-
civity curve matches the reference curves of Symons and Cioppa (2000), (fig-
ure 3.17). Clark (1984) also gavemagnetic parameters for pyrrhotite, including
H'cr; taking a rough average of 63mT for the H'cr of component 2, the refer-
ence tables of Clark (1984) give a grain size of around 15 μm. This value falls
well within the 2–40 μm psd region given by Dekkers (1988) and thus agrees
with the psd magnetic grain size inferred from the Symons and Cioppa (2000)
curves.

Pyrrhotite has also been reported to alter to magnetite on heating to 600°C
(Bina et al., 1991). This behaviour (with some cation substitution in the mag-
netite) could correspond to the alteration seen in my high-temperature sus-
ceptibility experiments. Apart from this, however, the thermal experiments
offer little support for the pyrrhotite hypothesis. Pyrrhotite as a significant
remanence carrier should give rise to a steepening of the demagnetization
curve in the 200–300°C region as pyrrhotite’s Curie temperature of 320°C
is approached; Torii et al. (1996) applied the Lowrie (1990) technique to
pyrrhotite-bearing sediments and observed this behaviour in the 0.12 T and
0.4 T axes. In figure 3.6 (p. 46), the c2cm samples do faintly show similar beha-
viour in the 0.4 T axis (and even more faintly in the 0.12 T axis), but it is too
indistinct to be conclusive and not paralleled in any of the other samples.

In the thermal susceptibility study, the p2 sample has a very slight peak at
around 300°C during the 400°C heating step (not visible in figure 3.7 (p. 48)
due to the small vertical scale), but again it is too faint to be definitive and not
visible in the other samples. Furthermore, the coercivity-inferred grain size of
15 μm means that pyrrhotite grains should have been large enough to be seen
and analysed during the electron microscope and microprobe investigation,
but all the grains I analysed were pure pyrite.Mymicroprobe investigation was
necessarily not exhaustive, so it is possible that pyrrhotite grains were present
but not analysed, possibly as intergrowths within very large pyrite framboids.
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Overall, however, the evidence seems to be against pyrrhotite as a remanence
carrier, and for the identification of component 2 with a separate population of
higher-coercivity magnetite. The suggestion in figure 3.8 (p. 49) of two differ-
ent disordering temperatures also supports this hypothesis. Although the dia-
gnosis of magnetite as the high-coercivity component is not supported by the
reference plots of Symons and Cioppa (2000), Peters and Dekkers (2003) gave
a range of magnetite H'cr values (10–63mT) which accommodates most of the
component-2 coercivities of the core samples. Moreover, the fitted coercivity
values may be somewhat inaccurate, as discussed in section 3.4.2.2 (p. 56).

Greigite

Like pyrrhotite, greigite has a coercivity range which overlaps with that of mag-
netite, but is generally higher (Roberts, 1995); this makes it another candidate
for coercivity component 2. The other room-temperature magnetic properties
of greigite are also similar to those of magnetite and pyrrhotite, making dis-
crimination difficult (Evans, 2005, p. 47; Peters and Thompson, 1998); in this
case the high paramagnetic susceptibility of the glaucony further restricts the
magnetic parameters which can usefully be applied.

Once again, thermal studies provide more reliable discrimination: Torii et
al. (1996), using the Lowrie (1990) technique, described a major loss of reman-
ence from the 0.12 T and 0.4 T components in the 200–250°C range, which
they attributed to thermal decomposition rather than unblocking. Hallam and
Maher (1994) reported a similar remanence loss during the thermal demagnet-
ization of a 300mT irm. No corresponding feature is evident in my thermal
demagnetization curves, so greigite can be excluded from consideration as
component 2.

Pyrite

Large amounts of pyrite were identified by optical microscopy and electron
microprobe. Pyrite is paramagnetic at room temperature and thus plays no
part in remanence acquisition.However, it is still important to consider it, both
for its implications about the depositional environment and for its behaviour
during laboratory treatment.
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The prevalence of pyrite in the sampled sections indicates a reducing envir-
onment during deposition, which would explain the low magnetite concentra-
tions. Pyritization was complete in all the analysed grains, with no pyrrhotite,
greigite, or other intermediate minerals found. The mystery then becomes not
the low concentration of magnetite but the fact that there is any evidence for
magnetite at all – especially considering that the small inferred magnetic grain
sizes would give a high surface area to volume ratio and hence high susceptib-
ility to chemical alteration. I return to this question in section 3.5.

Laboratory heating of pyrite in air has been found to causemagnetite form-
ation (Tudryn andTucholka, 2004); however, the argon atmosphere used inmy
temperature-dependent susceptibility studies makes this transformation less
likely.

3.4.8.3 Oxyhydroxides

Goethite (α-FeOOH) is the only oxyhydroxide with direct magnetic signific-
ance (Evans, 2005, p. 41) – that is, the only one capable of carrying a noticeable
remanence. Its Curie point has been assigned various values between 100°C
(Stacey and Banerjee, 1974) and 150°C (Maher et al., 1999), most commonly
120°C (e.g. by Dunlop and Özdemir, 1997 and Opdyke and Channell, 1996);
themagnetic susceptibility curves show noHopkinson peak or subsequent sus-
ceptibility drop around this temperature, and none of the thermal demagnet-
ization curves show a particularly abrupt loss of remanence in the 100–150°C
heating steps. Goethite also has a high coercivity (France and Oldfield, 2000)
and alters to haematite in the temperature range 250–370°C (Dekkers, 1990
and Gehring and Heller, 1989); neither of these properties is evident in my
samples. The presence of goethite (at least in magnetically significant quantit-
ies) can thus be ruled out with confidence.

Ferrihydrite (Fe₂O₃•0.5H₂O, FeOOH•0.4H₂O, Fe₅O₃(OH)₉) does not
carry a remanence, but can alter under heating: Weidler and Stanjek (1998)
observed alteration to haematite commencing above 125°C and complete by
325°C. Campbell et al. (1997) heated ferrihydrite with varying admixtures of
glucose as a reductant, and obtained mixtures of magnetite, maghaemite, and
haematite depending on the reduction conditions; in all cases, major altera-
tion occurred by 505°C. Since my samples show little alteration below 500°C,



Discussion 79

large amounts of ferrihydrite seem unlikely. In any case, its presence would
not affect the remanent magnetization of the samples.

Lepidocrocite (γ-FeO(OH)) carries no remanence, but alters to
maghaemite by 300°C (O’Reilly, 1984) with a further alteration to haemat-
ite by 500°C (Dunlop and Özdemir, 1997 and Gehring and Hofmeister, 1994).
Maghaemite’s mass-normalized susceptibility is 600–1200 times greater than
that of lepidocrocite (Hunt et al., 1995), so the lack of a significant room-tem-
perature susceptibility increase on heating to 300°C indicates that significant
quantities of lepidocrocite are not present. As with ferrihydrite, lepidocrocite
would not affect the remanence and is chiefly of interest in interpreting thermal
demagnetization behaviours.

3.4.8.4 Other minerals

Siderite (FeCO₃) is paramagnetic at room temperature, but it may be implic-
ated in the thermal alteration products with disordering temperatures in the
440–520°C range: Housen et al. (1996) found that a siderite-bearing chalk
formed a mineral with a disordering temperature around 450°C on heating
to 700°C, which they hypthesized to be a Mn-ferrite, the manganese originat-
ing from traces of rhodocrosite in the siderite. The anisotropy of susceptibility
measurements from the same section in chapter 5 (section 5.4.2.2 on p. 137)
show an inverse fabric, also suggestive of the presence of siderite.

3.4.9 Magnetic grain sizes

The coercivity spectrum of component 1 is consistent with magnetite in the
ssd/psd range (figure 3.16, p. 61). No magnetite grains were visible under the
electronmicroscope, indicating that anymagnetite presentwas probably under
1 μm in diameter. Since the ssd/psd transition formagnetite is at around 70 nm
and the psd/md transition at around 2 μm (Maher, 2007, p. 253), this is also
consistent with a ssd/psd grain size.

3.5 Discussion

In this section I discuss the differences between the samples (both the whole-
rock drill cores and the separates); I propose models for the acquisition of nat-
ural remanence, and the palaeomagnetic implications of these processes.
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3.5.1 Comparisons between glauconitic and non-glauconitic
samples

Samples from within and outside the glauconitic horizon have similar mag-
netic mineralogies, as identified by coercivity spectra, unblocking temperat-
ures, and temperature dependence of magnetic susceptibility. The most strik-
ing difference is that the samples from the glauconitic horizon have only about
half the saturation magnetization of the other samples. Dilution of the reman-
ence carrying component is thus associatedwith an increase in glauconitic con-
tent, suggesting that the glaucony grains themselves play no part in holding the
magnetic remanence.

3.5.2 Comparisons between separated extracts

Thecomparative behaviour of the separates is consistent with that of the whole-
rock drill cores: the high-susceptibility glauconitic components carry a lower
remanence, both in irm and arm studies. This relationship provides further
confirmation that, in spite of high susceptibility, the glauconitic grains them-
selves carry little or no remanence. Since all the separates have sizes above
62 μm the results also show that a significant portion of the remanence is
carried by these larger grains. Microprobe observation and the lack of mul-
tidomain magnetic behaviour makes it clear that there are no entire magnetic
grains of this size; the magnetic mineral grains themselves must therefore be
embedded within these larger grains.

3.5.3 Depositional magnetization

The samples, while extensively pyritized, hold a small but appreciable reman-
ence attributable to magnetite (and, possibly, a less significant pyrrhotite com-
ponent). The magnetite has escaped pyritization, either by being physically
shielded from the environment, or because it was formed or deposited at a
later point, when a pyritizing environment no longer prevailed. It appears that
much of the magnetite is associated with low-susceptibility grains larger than
62 μm; the low overall susceptibility and spontaneous magnetization of these
grains indicates a very low magnetite concentration, and the coercivity spec-
trum indicates magnetite grains smaller than 2 μm.
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These observations correspondwell to amodel comprising a low concentra-
tion of small magnetite grains embedded in larger, polycrystalline, siliciclastic
grains with negligible susceptibility. The coercivity spectrum indicates mag-
netite; the low susceptibility and saturation magnetization indicates a low con-
centration; and the fact that the magnetite grains survived pyritization indic-
ates that they were protected from the immediate environment, which can be
explained by embedding in a larger grain.The irm and af data indicate that the
magnetite is of single-domain or pseudo-single-domain grain size, and thus
capable of holding a stable remanence.

The actual fidelity of depositional or post-depositional remanentmagnetiz-
ation depends on the order of events during deposition and lithification of the
sediments: if the magnetite grains were able to settle individually, were locked
into their ‘host’ grains, and were subsequently lithified with no further disturb-
ance, they should provide a reasonable magnetic record. However, if the host
grains were disturbed after incorporation of the magnetite, they are unlikely
to record a field direction: the overall remanence of a large particle with a tiny
magnetite concentration would not be enough to affect the alignment of the
particle during settling. It is impossible to determine the actual order of events
from rock magnetic measurements; however, palaeomagnetic measurements
of the nrm from a larger suite of samples would quickly establishwhether there
is a consistent directional component to the remanence.

3.5.4 Viscous remanent magnetization (vrm)

After acquisition and lock-in of depositional remanent magnetization, sedi-
ments begin to acquire a viscous remanentmagnetization, imparted at ambient
temperatures by the Earth’s magnetic field. When considering a palaeomag-
netic study, it is useful to consider the effect of this vrm on the total magnetiza-
tion, and how it might be removed by partial demagnetization. I here consider
a simple, approximate model of vrm acquisition and removal for the samples
in this study.

Pullaiah et al. (1975) calculated theoretical relations between unblocking
times and temperatures for magnetite and haematite, using the equations of
Néel (1949). For any magnetic grain (and thus by extension any group of
grains), they derived the equation:
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𝑇 ln(𝐶𝜏)
𝑀𝑠(𝑇)𝐻𝑐(𝑇)

= 𝑇 ln(𝐶𝜏)
𝑀𝑠(𝑇)𝐻𝑐(𝑇)

(3.4)

Here, C is a frequency factor (Néel, 1955), the reciprocal of the atomic reor-
ganization time τ₀ (Dunlop and Özdemir, 1997, p. 202). T₁ and T₂ are any two
temperatures below the Curie point of the magnetic material; τ₁ and τ₂ are the
respective relaxation times. Ms(T) is the saturation magnetization at temperat-
ure T, and Hc the coercive force. For magnetite, Pullaiah et al. (1975) used the
approximation Hc(T) ∝ Ms(T) based on the dominance of shape anisotropy,
allowing the formula to be simplified to

𝑇 ln(𝐶𝜏)
𝑀

𝑠 (𝑇)
= 𝑇 ln(𝐶𝜏)

𝑀
𝑠 (𝑇)

(3.5)

Several experimental determinations have been made of the variation of Ms
withT formagnetite (by Pauthenet and Bochirol, 1951; byMoskowitz in Baner-
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jee, 1991; by N. Sugiura and by W. Williams, both in Newell et al., 1990), and
this data has been used (e.g. byMoskowitz, 1981) to constrain the theoretically
derived relation given by equation 3.6:

𝑀𝑆(𝑇) = 𝑀𝑆(𝑇) 
𝑇𝐶 − 𝑇
𝑇𝐶 − 𝑇


𝛾

(3.6)

where T₀ is a temperature below the Curie point for which the saturation mag-
netization has been determined. Moskowitz (1981) proposed a value of 0.5 for
γ. Dunlop and Özdemir (1997) found that ‘γ = 0.43 gives the best fit’ (to the
experimental data cited above), whereas Tauxe et al. (2010) suggested a value
of ‘about 0.36–0.39’.

I now use formula 3.5 to give an estimate of the thermal treatment required
to unblock the vrm acquired by this study’s sediments since their deposition.
I use high estimates of 100Myr for τ₁ and 20°C for T₁, and take τ₂ to be 20
minutes (a reasonable estimate of the minimum time samples spend at the tar-
get temperature during 40 minutes of heating in the rock oven). I take γ = 0.4,
using an average between the values of Dunlop andÖzdemir (1997) and Tauxe
et al. (2010), and set C = 10⁹ (McNab et al., 1968 and Egli and Lowrie, 2002).
Substituting the Ms terms using equation 3.6 allows the (TC − T₀) and Ms(T₀)
terms to cancel out, so there is no need to supply empirical values for them.
This leaves T₂, the laboratory unblocking temperature, as the only unknown.
Substituting equation 3.6 into formula 3.5, supplying the specified parameters,
rearranging and simplifying gives:

𝑇
(𝑇𝐶 − 𝑇)𝛾

= 𝑇 ln(𝐶𝜏)
(𝑇𝐶 − 𝑇)𝛾 ln(𝐶𝜏)

≈ 3.764 (3.7)

Solving numerically for T₂ using a bisection method gives an unblocking tem-
perature of about 181°C.

This calculation can also be represented graphically using a temperature/
time nomogram like that produced by Pullaiah et al. (1975). Figure 3.23 (p. 82)
shows such a nomogram, constructed using the parameters given above, with
the solution overlaid as a contour line.

These calculations are not, of course, intended to be an accurate determina-
tion: the Pullaiah et al. (1975) equations are not directly derived fromempirical
data (although Dunlop and Özdemir (1993) provided experimental confirma-
tion for the case of non-interacting single-domainmagnetite). I have used high
estimates for the age of the material and the temperature of vrm acquisition,
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and a low estimate of the unblocking time (as well as disregarding the effects
of previous unblocking steps and of the samples’ heating and cooling periods),
all of which will tend to produce a higher estimate of the required unblocking
temperature. Despite the inevitable inaccuracy, this model is still useful in giv-
ing a rough idea of the temperature range at which a vrm signal might cease
to be significant.

3.5.5 Glaucony, palaeomagnetism, and rock magnetism

At least for the samples studied here, glaucony plays no role in palaeomagnetic
behaviour: the glaucony grains carry negligible remanence, so the chief influ-
ence is to dilute the magnetic signal carried by other minerals.

Glaucony also has an impact on the applicability of various standard rock
magnetic techniques: many traditional magnetic parameters and plots involve
the use of magnetic susceptibility, often under the assumption that the sus-
ceptibility due to the paramagnetic or diamagnetic matrix will be negligible
compared to that due to the remanence carriers. In this case, the very small
concentration of ferrimagnetic grains and the large paramagnetic susceptibil-
ity of the glauconitic components mean that the samples do not conform to
this assumption. For example, an attempt to apply the King et al. (1982) plot
for grain size determination (χarm vs. χ) to the data from this study would
yield a grain size of over 200 μm. King et al. (1982) did consider this issue, and
noted that such errors ‘can be readily corrected by measuring high-field hys-
teresis loops to determine the χ of the non-magnetic matrix.’, but this negates
the chief appeal of such techniques, which is their speed and convenience, and
as Yamazaki and Ioka (1997) pointed out, it is seldom done in practice.

Similarly, Peters andThompson (1998) presented a useful diagnostic biplot
of sirm/χ vs. Hcr for determination of magnetic mineral composition; the
samples from this study plot well outside the magnetite/titanomagnetite field.

Such diagnostic plots are of course never intended by their authors to be
used blindly, with no consideration for unusual characteristics of the samples.
In this case the results are anomalous enough that they would hardly be taken
at face value, but it is easy to imagine cases where plausible but incorrect results
would be produced.
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3.5.6 Magnetic separation

In this section I discuss the magnetic separation techniques applied in this
chapter and their somewhat unusual results in relation to the mineralogies of
the studied sediments. I also review other magnetic separation methods and
their potential usefulness for sediments like the ones studied in this thesis.

3.5.6.1 Magnetic separation techniques

The magnetic separation methods employed in this chapter were modelled on
standard methods for separating glaucony, as employed by Odin (1982) and
Amorosi et al. (2007). Separation had the primary purpose of investigating the
relationship between glaucony and rockmagnetic properties, with a secondary
aim of concentrating remanence carriers sufficiently for direct investigation by
scanning electron microscopy (sem), electron probe microanalysis (epma), or
X-ray diffraction (xrd) analysis, if possible. The separation methods, relying
on the high magnetic susceptibility of glaucony, were effective in concentrat-
ing the glaucony grains. The subsequent rock magnetic analyses showed that
the actual remanence carriers were not concentrated in the high-susceptibil-
ity fractions; in fact, the less-susceptible fractions held more remanence than
the highly susceptible, glauconitic fractions.This result provides a strong indic-
ation that the glauconitic components do not contribute to the remanence;
however, even the low-susceptibility fractions did not contain a sufficient con-
centration of remanence carriers to allow direct identification using sem and
microprobe analysis. Since the lack of remanence carrier concentrates meant
that magnetic mineralogy had to be largely inferred from bulk rock magnetic
data, it is worth considering whether other extraction techniques might have
had more success in isolating remanence carriers.

Early attempts to concentrate magnetic minerals for direct analysis (e.g.
Løvlie et al., 1972; Kent and Lowrie, 1974) used, like the standard glaucony
separation techniques, a Frantz isodynamic magnetic separator, albeit with
the material in suspension. Extraction efficiency was low, and Petersen et al.
(1986) noted that, in particular, sub-micron grains were usually not extracted
– a significant problem, given that this size fraction encompasses most or all of
the stable single-domain range for magnetite (Maher, 1988). Several versions
of this technique have been employed, two of the main variations being the
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use of a peristaltic pump for recirculation (e.g. Papamarinopoulos et al., 1982;
Freeman, 1986) and the substitution of a permanentmagnet for the Frantz sep-
arator (e.g. Papamarinopoulos et al., 1982; Canfield and Berner, 1987; Karlin,
1990a). Hounslow and Maher (1996) termed these techniques ‘magnetic edge’
methods, their common feature being the use of magnetic field gradients pro-
duced by relatively high (>100mT) fields at the pole pieces of permanent mag-
nets or electromagnets.

Another type of extractionmethod, described by Petersen et al. (1986) and
also used by Vali et al. (1989), involves the use of a magnetic probe within
a recirculating system usually driven by a peristaltic pump. As described by
Hounslow and Maher (1999), the probe is a plastic-sheathed steel pin tempor-
arilymagnetized by contact with a supermagnet.While the absolute field at the
probe tip is low (<100mT), the probe geometry produces a high field gradient;
Petersen et al. (1986) considered that these parameters would bias extraction
towards permanently magnetized (as opposed to merely highly susceptible)
particles. The low field strength means that several days can be required to pro-
duce an extract. Hounslow and Maher (1996) use the term ‘magnetized probe’
for this method.

A third method, the ‘high-gradient’ procedure, was developed by Schulze
and Dixon (1979) for use with soils and subsequently applied by Hughes
(1982), Righi and Jadault (1988), and Sun and Jackson (1994), among others.
It makes use of very high (>1 T)magnetic fields usually produced by an electro-
magnet; the sample suspension is passed through a steel wool filter within the
field, with the sharp edges of the wool also providing a high gradient. These
factors allow high-gradient separation to extract paramagnetic fractions not
separated by other methods. For this reason, high-gradient separation is sel-
dom used in attempts to isolate remanence carriers, and is more commonly
applied (e.g. Righi and Jadault, 1988) in separating diamagnetic and paramag-
netic components. Sun and Jackson (1994) used high-gradient extraction in
an attempt to isolate remanence carriers from Palaeozoic carbonates; however,
most of the magnetite was inadvertently dissolved during sample preparation,
making the effectiveness of the subsequent magnetic separation hard to evalu-
ate.

Hounslow andMaher (1996) made a systematic investigation of the extrac-
tion techniques described above, evaluating their effectiveness quantitatively
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with rock magnetic measurements before and after separation. For the sep-
aration of ferrimagnetic particles from paramagnetic and antiferromagnetic
particles, they consideredmagnetized probe separation themost suitable; how-
ever, even with this technique, they reported the presence of some antiferro-
magnetic, paramagnetic, and even diamagnetic grains in themagnetic extracts.

Roberts and Turner (1993) concentrated samples for epma, xrd, and ther-
momagnetic Curie balance analysis using a variant of the magnetic-edge tech-
nique of Papamarinopoulos et al. (1982), with partial success. In both the xrd
and epma studies, magnetic carriers were identified from only a few samples,
due to insufficiently pure separates, and only three sites produced sufficient
magnetic extract for thermomagnetic analysis. Wilson and Roberts (1999)
used a combination of dry separation in a Frantz separator andwetmagnetized
probe separation with a system similar to that of Petersen et al. (1986). No dis-
crete ferromagnetic (s.l.) grains were isolated; the separates contained abund-
ant paramagnetic ilmenite, and the remanence was attributed to sub-micron,
iron-enriched zones within the ilmenite grains.

Separation, inclusions, and heterogeneous grains

Magnetic separation methods can perform poorly on samples containing
grains of non-uniform composition – either due to discrete inclusions (e.g.
Hounslow et al., 1995) or to compositional variations within a single crystal
(e.g. Wilson and Roberts, 1999). In such cases the remanence carriers may
be embedded at low concentration within in a paramagnetic or diamagnetic
grain,meaning that the overall susceptibility of the grain is insufficient formag-
netic extraction.The problem is that magnetic separation, when used to isolate
remanence carriers, effectively makes use of magnetic susceptibility as a proxy
for ferromagnetic (s.l.) behaviour. This technique works well in cases where
the remanence carriers are iron spinel oxides and are concentrated in discrete
grains, giving rise to susceptibilities typically at least an order of magnitude
above those of most paramagnetic or diamagnetic minerals (Hunt et al., 1995,
table 1).The overall susceptibility of an inhomogeneous grain is determined by
the sum of all the susceptibilities of its components, weighted by their concen-
trations. Thus, if the concentration of highly susceptible remanence carriers is
sufficiently low, they will make a negligible contribution to the overall suscept-
ibility, and susceptibility-based separation techniques will be ineffective.
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The problem is compounded if thematerial being separated contains a frac-
tion with a high paramagnetic susceptibility, as in the glauconitic samples stud-
ied in chapter 3; in this case, the paramagnetic susceptibility can exceed the
‘diluted’ ferromagnetic susceptibility of the remanence carriers. Thus, for the
samples of chapter 3, the magnetic susceptibility was effectively inverted: the
remanence carriers were concentrated in the less susceptible fraction.

Hounslow et al. (1995) described a case where ferrimagnetic inclusions
within quartz grains carried a stable remanence in Triassic sandstones from
the North Sea. They produced magnetic extracts using a combination of mag-
netic edge and magnetized probe separation techniques, and found that the
susceptibility of their samples was controlled by paramagnetic minerals, and
that the separates contained a large proportion of diamagnetic silicate grains.
They concluded, on the basis of rockmagnetic andmineralogical analyses, that
the silicate grains contained magnetite inclusions. Their rock magnetic results
suggested that the inclusions were of sub-micron size, producing stable single-
domain magnetic behaviour. Similar inclusions have been reported from Pleis-
tocene North Sea sediments by Maher and Hallam (2005), and from a wide
variety of sedimentary rocks from the British Isles by Hounslow and Morton
(2004). I discuss magnetic inclusions and their relationship to palaeomagnet-
ism in more detail in section 8.2.6.

Efficacy of separation in other studies

Magnetic separation has had variable success in producing representative con-
centrates of remanence carriers. It has long been appreciated (e.g. Lowrie and
Heller, 1982) that a magnetic extract is by no means guaranteed to be rep-
resentative of the original sample, with biases introduced by factors such as
paramagnetic susceptibility and the distribution of grain sizes. Hounslow and
Maher (1996) made a systematic study of separation techniques and their
effectiveness, quantifying extraction efficiency by comparing rock magnetic
measurements on the original samples and the extracts. They used a compos-
ite separation technique (described in more detail by Hounslow and Maher,
1999) incorporatingmagnetic edge,magnetized probe, and high-gradient tech-
niques, allowing them to assess the particular strengths of each method. They
achieved extraction efficiencies above 70% in the best cases, but noted that effi-
ciency was reduced for samples with high paramagnetic susceptibility and by
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ferrimagnetic inclusions within paramagnetic and diamagnetic silicates; many
of the samples studied in this thesis have one or both of these characteristics.

The use of separation has been uncommon in New Zealand palaeomag-
netic studies. Roberts and Turner (1993), using themagnetic edge technique of
Papamarinopoulos et al. (1982) produced separates from Neogene sediments
of the South Island Awatere Group, with limited success: xrd analysis showed
large amounts of chlorite and quartz, masking potential remanence carrier
peaks, and potential remanence carriers were only identified at two of the ten
analysed sites; only three sites produced sufficiently concentrated separates for
Curie balance analysis. A high-coercivity remanence carrier detected in irm
acquisition studies on bulk samples was undetectable by xrd on the corres-
ponding separates, demonstrating the potential higher sensitivity of rock mag-
netic methods on weakly magnetic samples. Wilson and Roberts (1999) pro-
duced two sets of separates from sediments from Pliocene sediments from the
Wanganui basin; the first set of separates was made with a Frantz separator,
and the second with a magnetized probe apparatus similar to that of Petersen
et al. (1986). Rock magnetic results suggested that the extracts were represent-
ative of the original magnetic mineralogy, but bei and epma analyses did not
identify any ferromagnetic (s.l.) minerals. Given the results of these previous
magnetic extraction experiments, it is not clear that more elaborate sepration
protocols would have succeeded in isolating the remanence carriers of the sed-
iments studied in this thesis.

3.6 Conclusions

In order to interpret the palaeomagnetism of the glauconitic sediments stud-
ied in this thesis, a solid understanding of the magnetic mineralogy of glauc-
ony was necessary. Since glaucony forms diagenetically over periods which
can exceed 100 kyr, any remanence carried by the glaucony grains themselves
would require careful interpretationwith regard to the timing of its acquisition.

In this chapter, I described the rock magnetic analysis of glauconitic sed-
iments taken from a horizon at Fairfield Quarry. I produced glauconitic and
non-glauconitic separates by sieving and magnetic separation, and performed
all experiments on a sample suite containing both whole-rock samples and
separates. For analyses requiring solid, discrete samples, I produced artificial
cubes from the separates, cemented with sodium silicate.
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For all the samples, I measured irm acquisition curves, af and dc demag-
netization of irm, arm acquisition and demagnetization, and the tdms. I
applied the technique of Lowrie (1990), which involves the application of three
different orthogonal irms followed by stepwise thermal demagnetization. I
also examined thin sections of the samples by optical and electron microscopy,
and analysed their compositions with an electron microprobe.

The most useful analysis techniques proved to be irm acquisition and
tdms. I analysed the irm curves using the log-Gaussian modelling technique
of Heslop et al. (2002); the results showed the presence of magnetite and the
possibility of pyrrhotite. Tdms results showed no evidence of pyrrhotite, indic-
ating a magnetite-dominated magnetic mineralogy with sd or psd grain size.
The sediments were extensively pyritized and I did not directly observe any
remanence carrying minerals during microprobe analysis; irm results indic-
ated a magnetite concentration below 1 p.p.m., so this was unsurprising.

Comparisons between glauconitic and non-glauconitic sediments showed
that the remanence was carried by the non-glauconitic fraction and that the
timing of glaucony formation should therefore have no bearing on the acquisi-
tion of nrm. Since magnetite is unlikely to form authigenically under the redu-
cing conditions responsible for the abundant pyrite, this means that the sedi-
ments are capable of retaining a primary depositional magnetization, albeit an
extremely weak one.



4 Palaeomagnetic analysis software

On two occasions I have been asked – ‘Pray, Mr. Babbage, if you put into the
machinewrongfigures, will the right answers comeout?’… I amnot able rightly
to apprehend the kind of confusion of ideas that could provoke such a question.

– Charles Babbage, Passages from the Life of a Philosopher (Babbage, 1864)

4.1 Introduction

This chapter describes the palaeomagnetic analysis software which I developed
to investigate the palaeomagnetic data collected for this thesis. The program is
also intended to be generally useful to other palaeomagnetists, and is already
in use by other workers at OtagoUniversity (e.g. Ohneiser, 2011; Nelson, 2011)
for both discrete and long core data analysis and plotting.

4.1.1 Requirements for this thesis

Chapter 3 described the magnetic properties of glauconitic sediments from
Fairfield Quarry; similar behaviours are shown by most of the sediments stud-
ied in this thesis. One consistent feature is the extremely low concentration
of remanence carriers, leading to a very low nrm. With such low remanences,
minimizing the effects of noise during measurement becomes critical for use-
ful analysis. The facilities provided by the ‘Long Core’ software provided with
the 2gmagnetometer in use at Otago proved inadequate for the task, and I star-
ted to develop a software package for more accurate and convenient analysis
of the magnetometer data.

The characteristics of my samples dictated various other functionality
required in the analysis software: great-circle remagnetization analysis; bulk
analysis using uniform parameters for similar groups of samples; interactive
refinements of analysis parameters for a single sample or an entire suite to allow
quick optimization of results; and several other features. The feature set of my
new software is described in more detail in section 4.5, which also explains the
requirements motivating the features.
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4.1.2 Other requirements

Other workers at the oprf also had an interest in using an improved analysis
program, which led to the inclusion of other features – chiefly the ability to
analyse long core as well as discrete data.

4.1.3 Scope of this chapter

This chapter describes the requirements for the software, the choices made in
its implementation, the theoretical background of some of the algorithms used,
and the relationship to the material studied in this thesis. Details on the prac-
tical use of the software are given in the user manual in appendix A.

4.2 Background

In this section I briefly review existing palaeomagnetic software.

4.2.1 History of palaeomagnetic software

The fields of palaeomagnetism and software engineering both came of age in
the second half of the twentieth century, and given the volumes of numerical
data produced by many palaeomagnetic studies it is unsurprising that com-
puter-aided analysis has rapidly become more or less indispensable. Early ana-
lysis software was seldom published, but in the past two decades it has become
more common to release software publicly, for a number of reasons:

1. Computer systems have become both more prevalent and more standard-
ized. In the early years of electronic computing, the usage of a published
program was not only restricted by the small number of computers world-
wide, but by the fact that only a subset of them would be compatible with
the machine used to develop the software. Now personal computers in use
number in the hundreds of millions, and the dominance of a small num-
ber of operating systems and hardware platorms has reduced compatibility
problems.

2. The complexity of the software is increasing, due both to more sophist-
icated analysis techniques and more elaborate user interfaces. It is thus
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becoming decreasingly practical for each laboratory to develop internal,
ad-hoc software for its data processing needs.

3. The increasing availability and speed of internet connections has provided
an excellent method of software distribution. Some early, specialized ana-
lysis programs were published as papers with the complete source code
included (e.g. Facer, 1976 and Rao and Krishna, 1994) but when the source
code runs into thousands of lines this becomes impracticable. Distribution
of physical media by mail has of course always been another option, but is
slow, labour-intensive, unreliable, and expensive compared to distribution
over a computer network.

4.2.2 List of palaeomagnetic analysis packages

Table 4.1 gives a brief and fairly comprehensive checklist of previously pub-
lished palaeomagnetic analysis software. The table only lists integrated palaeo-
magnetic analysis packages – that is, programs or suites of programs which
integrate multiple forms of display and/or analysis rather than performing
a single, specialized function such as principal component analysis. Though
many of these packages are very capable, none provide all the facilities required
for this thesis.

4.3 Data visualization and analysis

The theoretical and historical background of the most commonly employed
palaeomagnetic data analysis techniques was described in section 2.2. In this
section I describe the most popular plots used to analyse and present palaeo-
magnetic data.

The most commonly employed plot types in palaeomagnetism are the
demagnetization-remanence biplot, showing the change in intensity sample
remanence with successive treatment steps; the Lambert azimuthal equal-area
projection, showing changes in the direction of the magnetization vector; and
the Zijderveld plot, which shows both direction and magnitude of the magnet-
ization vectors.
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Name Platforms Reference Notes

CryoMag lwx Wack (2010) written in Python
iapd-99 w (none known) By Torsvik et al., 1999.

Appears no longer to be
available.

Paleomac c Cogné (2003) Includes tectonic reconstruc-
tion facilities.

Paleomag c Jones (2002) New (cross-platform) version
currently in development.

Paleomag w Zhang and Ogg
(2003)

Based on an earlier dos pro-
gram.

Palmag w Maier and
Bachtadse (1998)

Dos-based command-line
tools.

Palaeomag-Tools w Hounslow (2001) Extensive functionality.
Plotcore w McCormack (2005) Written in Visual Basic.
Pmag lwx Tauxe et al. (1998) A suite of command-line

tools written in Fortran;
superceded by PmagPy.

PmagPy lwx Tauxe et al. (2010) A suite of command-line
tools written in Python.

pmgsc w Enkin (2008) Dos version also available.
UPmag lwx Xuan and Channell

(2009)
Matlab-based program for
long core data.

Zplot c (none known) Written by Stephen Hurst in
1986 (last updated in 1999).

Zplotit lx Acton (2011) For bulk plotting of large
data-sets.

Table 4.1 List of palaeomagnetic analysis software. Platform codes: W Windows (including DOS); C
Mac Classic; X Mac OS X; L Linux.
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Figure 4.1 Construction of the Lambert azimuthal equal-area projection. Circular points rep-
resent points in 3-dimensional space; square points are their projections onto the plane.
The diagram represents a vertical cross-section and thus effectively shows the projection of
inclinations; projected declinations are identical to the original declination. Note that, in the
‘palaeomagnetic’ version of the plot, upper-hemisphere points are reflected into the lower
hemisphere and projected from there. Ambiguity in reading the plot is avoided by using filled
points for the lower hemisphere and unfilled ones for the upper hemisphere.

4.3.1 Demagnetization-remanence plot

The demagnetization-remanence plot is the simplest plot commonly used in
palaeomagnetic analysis. It is a biplot where the x axis gives the current treat-
ment step (usually expressed in degrees Celsius for thermal demagnetization,
or in millitesla for af demagnetization) and the y axis gives the volume-nor-
malized intensity of magnetization (in A/m) after the application of that step.

For thermal demagnetization studies, it is also useful to overlay, on the
same axes, a plot of the bulk magnetic susceptibility of the sample. Large
changes in magnetic susceptibility indicate mineral alteration and are thus
important in the interpretation of the magnetic data.

4.3.2 Lambert azimuthal equal-area projection

The Lambert azimuthal equal-area projection (often referred to simply as
the ‘equal-area projection’) was first devised by Lambert (1772) as a map pro-
jection, and during the 20th century it has become popular as a method of
representing three-dimensional directional data in cases where preservation
of area is more important than preservation of angular relationships. Prior to
the projection’s use in palaeomagnetic studies, it was widely employed as a rep-
resentation for three-dimensional data in petrofabric and structural analysis,
largely due to its popularization by Schmidt (1925). Howarth (1996) wrote
a concise history of the usage of this projection (and others) in geology. As
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employed for data projection in Cartesian co-ordinates, the projection equa-
tion can be expressed as:
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Strictly, the plot commonly used in palaeomagnetism is not a single Lambert
projection, but two overlaid lower-hemisphere projections: the lower hemi-
sphere is projected as is, and the upper hemisphere is reflected into the lower
and projected as a lower hemisphere, distinguished by different plotting sym-
bols. This arrangement gives a far more intuitive display than a strict Lambert
projection, which would show the upper hemisphere as a ring-shaped region
surrounding the lower-hemisphere projection. Figure 4.1 gives a graphical rep-
resentation of the Lambert projection.

4.3.3 Zijderveld plot

The Zijderveld plot consists of two orthographic projections of the three-
dimensional demagnetization data ontomutually orthogonal planes; it has also
been referred to as the vector component diagram, vector end point diagram,
and orthogonal projection diagram (Butler, 1992, p. 85). One of the planes is
horizontal, and the other is a vertical plane oriented either east-west or north-
south. The projections are plotted at the same scale and overlaid on the same
plotting area; each axis may thus represent two different directions in three-
dimensional space, although it is common to arrange the plot such that one
of the axes represents the line common to both the projection planes. This
method of plottingwas first described byZijderveld (1967), though single, non-
overlaid orthographic projections were in use earlier (Wilson, 1961). Dunlop
(1979) wrote a thorough discussion of the history, usage, advantages, and lim-
itations of the Zijderveld plot.

Butler (1992) described an alternative form of this diagram, sometimes
referred to (e.g. by Haubold, 1999) as a ‘modified Zijderveld’ plot. In this vari-
ation, the standard vertical projection is replaced by a representation where
each point is projected in a vertical plane defined by the origin and the point
itself – in effect, a different orthographic projection is used for every point.This
procedure has the advantage of showing the true inclination of the point on
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the vertical plot, and is popular in cases where the sample’s declination itself
is unknown – principally in vertically drilled long cores. Tauxe et al. (2010,
p. 175) argued against this modification, calling it ‘confusing and misleading’,
but it continues to be widely used.

4.3.4 Other plot types

Other types of plot have occasionally been employed in palaeomagnetism.The
stereographic (equal-angle) plot has sometimes been used instead of the Lam-
bert azimuthal equal-area plot (e.g. by Tarling et al., 1976) but the equal-area
plot remains by far the more popular. Goguitchaichvili (1999) pointed out that
Zijderveld diagram is not readily comprehensible to non-palaeomagnetists.He
attempted to remedy the situation by devising a new plot in which demagnet-
ization step is plotted on the x axis, and plots of inclination, declination, and
intensity are overlaid on the y axis. This method of data display has so far seen
limited use.

4.4 Implementation

4.4.1 Implementation requirements

Below, I list the most important requirements for the software used in this
thesis. Some are general to scientific software or to palaeomagnetic analysis
software, and some are specific to the scope of this thesis.

Multi-platform support Academic environments tend to be diverse in operat-
ing systems, withWindows,Mac OS, and Linux (amongst others) all being
present in significant propertions; this, at least, is the case at the Univer-
sity of Otago where PuffinPlot was conceived. The program should run on
as many operating systems as possible, to avoid excluding potential users
(especially since the potential total user base of palaeomagnetists is fairly
small).

Future-proofing The program should be not only operational, but amenable
to revision and improvement by the original programmer or by others,
for many years into the future. This requirement is connected in part to
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multi-platform support, since a program tied to a single operating sys-
tem becomes largely unusable if the operating system itself becomes obsol-
ete; palaeomagnetic analysis programs written for Mac OS Classic have
suffered this fate.

Open source code The source code needs to be freely available for inspec-
tion and modification. Open source code is a requisite for future-proofing:
if the source code is not released, no bug-fixes or improvements can be
made unless the original developer has sufficient time, skill, and motiv-
ation. Readable source code is also important in demonstrating that the
program’s results are reliable. When results are published, the program’s
source code constitutes the most specific possible documentation of the
algorithms used, and allows other researchers to assure themselves that
the implementations are correct. The dangers arising from unobtainable
source code are demonstrated in a discussion of the Bingham (1974)
probability distribution by Tauxe et al. (2010, p. 234): ‘… many published
descriptions of the Bingham calculation… have errors in them. The source
code for calculating Bingham statistics in widely used paleomagnetic data
reduction programs is generally not available, and it is unknown whether
these programs contain bugs.’

Interactive operation New Zealand sediments frequently have complex,
noisy, multi-component magnetizations requiring careful individual inter-
pretation and analysis.While bulk analysis tools such Zplotit (Acton, 2011)
and PmagPy (Tauxe et al., 2010) are excellent for rapidly analysing large
volumes of data with fairly uniform behaviour, analysis of ‘difficult’ data-
sets can be better served by an interactive graphical user interface allowing
rapid exploration of the data.

Batch operation While interactive analysis is certainly desirable, batch ana-
lysis is (as stated above) also desirable for many data-sets, and the program
should thus support both types of usage. In most cases, a combination will
be desirable: initial interactive exploratory data analysis of representative
samples, in order to determine the most suitable parameters for a batch
analysis of the entire data-set.

Scriptability A graphical interface is the most useful for data exploration and
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more intuitive for most users. However, a command-line interface allows
a program to be integrated into more complex workflows. It can be used
as one component in a series of automated processing steps. Ideally, the
program should offer bother graphical and command-line interfaces.

Offset origins One specific requirement for the program (and one absent in
its predecessor at the oprf) is the ability to determine directions for com-
ponents which do not trend towards the origin. In samples with multiple
demagnetization components, this allows analysis of components other
than the final one; this is particularly useful for samples where the primary
component is not the one with the highest coercivity or blocking temper-
ature.

Publication-quality output As well as high-quality on-screen output, the pro-
gram needs to produce output in a vector graphics format. Vector output
allows publication-quality reproduction at any scale and – for most vector
graphics formats – also allows the output file to be further edited by the
user if necessary.

Facilities for weakly magnetized samples When working on very weakly mag-
netized sediments, the remanence of the magnetometer’s measuring tray
becomes significant. The program needs facilities to correct the measured
data for the remanence of the sample tray, and to combine multiple meas-
urements of weak samples to produce a single, more accurate measure-
ment.

4.4.2 Choice of programming language and environment

The choice of programming language and software platform is important
when implementing a new software package. I took the following aspects into
account.

Power As the sole developer of this software, I required a high-level language
with sufficient expressive power to implement the program single-handed
within the time-frame of the thesis.

Stability Ideally, it should be possible to develop a program for years or even
decades after its original release. It is inevitable that bugs will be found
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and new features required; if the programming language has become obsol-
ete or unavailable in the interim, it becomes impossible to remedy these
problemswithout a complete rewrite. Several published rockmagnetic and
palaeomagnetic analysis programs are no longer practically usable due to
the obsolescence of their implementation languages (e.g. Noël and Rud-
nicki, 1988; Sherwood, 1989; Facer, 1976).

Popularity The popularity of an implementation language is important for
two main reasons: firstly, a program written in a popular language has a
large potential pool of people able to work on it and improve it; secondly,
a popular language is likely to remain available and supported for a long
time.

Library support It is easier and more reliable to develop software using a lan-
guagewith extensive and reliable standard libraries, which remove the need
to develop parts such as graphical user interfaces from scratch, leaving
more time to concentrate on the primary goals of the application.

Availability If other developers are to work on a program after its initial
release, it is important that the language and libraries are not difficult or
expensive to acquire. For a commercially marketed language, the cost of
the language can become a barrier to working on the software.

Operating system support As discussed in section 4.4.1, the programneeds to
run on multiple operating systems; this means that the language and plat-
form need to support those operating systems. It should also be possible
to develop the software on a single operating system while deploying it on
others.

Ease of deployment Packaging and distributing software on multiple plat-
forms can be complex and time-consuming, especially when frequent new
versions are being released to testers. Packaging should be quick, and it
should be possible to cross-compile and package the program for all sup-
ported operating systems from a single development environment on a
single operating system.

Speed This is perhaps the least critical consideration on this list. For data-
intensive applications such as seismic processing and rheological model-
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ling, speed is often important. Palaeomagnetic data sets, however, are gen-
erally small enough that, in most cases, almost any modern language will
give acceptable performance. The question is not ‘is it the fastest’ but ‘is it
fast enough’, and for most languages the answer is ‘yes’.

Taking these criteria into consideration, I evaluated a number of programming
languages and environments; below I describe some of the stronger candidates.

Fortran (Backus et al., 1957) has a long and successful history of use within
the physical sciences, dating back to its original inception in 1953. It satisfies
the criteria of speed, stability, availability, and platform support. The major
weaknesses are library support and cross-platform deployment: while there
are excellent, cross-platform numerical libraries, it is harder to find interact-
ive graphics libraries fulfilling the same criteria. And while Fortran compilers
are available formostmodern operating systems, cross-compilation is difficult:
that is to say, the program must usually be separately compiled on each operat-
ing system for which it is released.

Python (Beazley, 2009) has many appealing features, including its popular-
ity for scientific software and wide variety of libraries (especially for numerical
and scientific applications). I wrote a prototype version of PuffinPlot using
Python, but found deployment to be complicated: while Python itself is an
interpreted language, themost popular powerful GUI libraries (wxPython and
PyQT) are not written in Python. This fact complicates deployment signific-
antly: the program must be individually built for each target operating system,
and may require the user to install additional software.

Java (Arnold et al., 2005) was my final choice for an implementation lan-
guage. It fulfils most of the stated criteria admirably: it is stable and well-estab-
lished, having first been released in 1995; it is in wide use, ranking among
the three most popular programming languages in the world; it is freely avail-
able for a wide variety of operating systems, including Windows, OS X, and
Linux; it includes extensive libraries (most importantly, in this case, for vec-
tor graphics and graphical user interfaces); and it is more than fast enough for
palaeomagnetic data analysis. Perhaps the most appealing feature is the ease
of deployment: Java is a ‘write-once, run-anywhere’ language: the same pack-
age can be run unmodified on any platform with a Java runtime environment
(jre) installed. The jre need only be installed once, and is in wide enough use
that it is already installed on most personal computers (on OS X, it is prein-
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stalled with the operating system). Java has seen previous use in geoscience
applications, particularly in cases where interactive visualization is required
(e.g. Spreitzhofer et al., 2004; Reed et al., 2006; Zervas et al., 2009). Another
advantage is that, in addition to Java, various scripting languages can run in
the jre, allowing users to write short scripts ormore extensive programswhich
build upon PuffinPlot’s features.

4.5 PuffinPlot: a new
palaeomagnetic analysis program

Motivated by the considerations described in the previous section, I implemen-
ted a new, cross-platform, Java-based analysis program which I have named
PuffinPlot. PuffinPlot evolved steadily throughout the thesis as I added features
to deal with various particular requirements of the sections I studied. I added
other features in response to requests by other users. At present, PuffinPlot con-
sists of around 11,000 lines of Java code (excluding third-party libraries) and
constitutes a complete, user-friendly palaeomagnetic plotting and analysis sys-
tem.

4.5.1 Choice of name

It is perhaps necessary to give some justification for the choice of name. It is
true that the term ‘puffin’ has little direct connection to the program’s func-
tionality. However, I believe it is more important for a program to have a short,
simple, and unique name than one which thoroughly describes the functional-
ity.Theuniqueness of the name can be important for potential users attempting
to locate and install the software; a Google search for the program ‘paleomag’
(Jones, 2002), the other program ‘paleomag’ (Zhang and Ogg, 2003), or ‘zplot’
(Stephen Hurst, no reference known) results in tens of thousands of spurious
results. As the two ‘paleomag’s show, an entirely descriptive name also risks
duplicating the name of an existing program.Highly specific descriptive names
can also become unwieldy: for example, Facer (1976) described a program for
palaeomagnetic analysis using Fisherian statistics which bore the logical but
slightly ponderous name Palmagfisheranal.

Although ‘puffin’ was a mostly arbitrary choice (the chief factors being
brevity, alliteration, and uniqueness), it is pleasing to note that several million
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Figure 4.2 PuffinPlot’s hierarchical data model. Each layer (except the lowest) contains multiple instances of the
following layer.

puffins breed in Iceland, whose lava flows provided important early evidence
for geomagnetic field reversals (Hospers, 1951); this evidence was corrobor-
ated by the magnetic anomalies which stripe the seafloor beneath the Atlantic
Puffin’s feeding grounds (Vine and Matthews, 1963).

4.5.2 Data model

PuffinPlot uses a hierarchical data structure, with higher levels containing
multiple instances of each lower level.The structure is summarized in figure 4.2.
At the top is the suite, which contains all the data to be analysed as part of a
particular study. For a discrete specimen study, this will typically correspond to
a section in the field; for a long core study, it will correspond to a core. A suite
is initially created by opening one or more data files from a magnetometer; it
is saved as a file in PuffinPlot’s own format. In a discrete study, a suite contains
multiple sites. A site corresponds to a set of samples taken from one spot in
a section. A site’s associated data can include such things as bedding attitude
and stratigraphic height, as well as calculated parameters such as the mean
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palaeomagnetic direction for all the samples at the site. For a long core study,
sites are not defined: samples are contained directly within the suite.

Each site (or, for long core data, the suite) contains multiple samples. A
sample corresponds to a small physical volumeof rock. For a discrete study, this
will usually be a typical palaeomagnetic 25mm cylinder or iodp cube sample.
For long cores, it is the portion of the core at a particular depth.1 The data
associated with a sample consists of information specific to this physical unit
which does not change with the application of demagnetization techniques –
for example, a sample code or name (or, for long cores, a depth), the field ori-
entation of the sample, and its volume. For discrete samples this data can also
include a tensor representing ams, which is imported separately fromanagico
kappabridge datafile and collated with themagnetization data bymatching the
sample names. The sample can also contain calculated parameters, such as a
direction fitted by principal component analysis, or a best-fitting great circle.

Each sample contains multiple demagnetization steps. A step represents a
sample at a particular point during the treatment protocol. Its associated data
thus includes details of the treatment: the type (thermal, af, irm, etc.) and para-
meters (temperature, field strength, etc.). The data also includes the state of
the sample itself – most importantly, the measured magnetization vector. For
thermal studies, the magnetic susceptibility is usually also recorded after every
heating cycle, and is also stored as part of the step.

The three-dimensional vector representing the magnetization of a particu-
lar sample at a particular point is of course the fundamental ‘atom’ of palaeo-
magnetic data. The layers sitting above it in the hierarchy can be seen as the
bookkeeping necessary for the useful interpretation of the raw magnetic data.

4.5.3 Weakly magnetized samples

A major requirement for PuffinPlot was to allow more accurate analysis of
weakly magnetized samples. In this section I describe the features I implemen-
ted to achieve this goal.

1 A long core is typically measured at intervals shorter than the length of core which influences
the sensors (the ‘effective sensor length’). Neighbouring portions of core will thus affect the
reading at a particular point, so the reading at a particular point cannot strictly be said to
correspond to any well-defined segment of the core. Deconvolution techniques can partially
overcome this problem (Weeks et al., 1993), but PuffinPlot does not yet provide such facilities.
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4.5.3.1 Magnetic moment measurement

The 2g magnetometer software allows the user to specify a number of suc-
cessive squid2 readings which will be combined whenever taking a magnetic
moment measurement, in order to average out random noise and improve
precision. In this section I use the term reading to refer to a single raw mag-
netic moment determination from a squid unit (never explicitly reported to
the user); I use the term measurement to refer to the composite magnetic
moment value produced by combining a number of readings. My tests showed
that increasing the number of readings per measurement from one to three
improved both precision and accuracy dramatically. Repeatedlymeasuring the
same sample, I found that, for very weak magnetizations, the standard devi-
ation of the measurement was reduced by over an order of magnitude. Further
tests, in which I measured the same samples in different orientations to cancel
out any systematic bias, confirmed that the three-reading measurement was
more accurate as well as more precise. Increases to more than three readings
produced less dramatic improvements in precision.

4.5.3.2 The tray correction

The ‘Long Core’ software provided with the 2g magnetometer at the Otago
allows for a sample tray correction to be applied: before any samples are meas-
ured, the remanence of the sample tray is first measured at each sample pos-
ition. The tray remanence is then automatically subtracted from subsequent
sample measurements.

As implemented in the 2g software, the tray correction facility proved to
have several problems in practice. Perhaps the most serious problem is the
fact that the tray reading always uses only one reading per moment measure-
ment; thus, any improvements in sample measurement accuracy from using a
multiple-readingsmeasurement are effectively negated by the high noise levels
from the tray correction. Other measurement parameters, such as tray move-
ment speed and drift correction, are also ‘hard-wired’ for a tray measurement,

2 Squid is an abbreviation for Superconducting Quantum Interference Device, the magnetic
moment sensor used in a cryomagnetometer.



106 Palaeomagnetic analysis software

which may cause further deviations from the configuration for the sample
measurement.

Another problem stems from the fact that the tray reading is not recorded
in the same way as a sample measurement: it is stored in a separate file using a
different format,making it hard to determine the effectiveness of the correction
after an experimental run. This arrangement is of particular concern if the tray
measurement is repeated during a run: to determine which tray correction was
applied to a particular sample measurement, the time-stamps or run numbers
must be analysed.

4.5.3.3 An improved tray correction

The obvious solution to many of the tray correction problems is to ignore the
‘official’ tray correction entirely, and instead perform an extra sample meas-
urement with an empty tray. This procedure ensures that the tray is measured
using exactly the samemeasurement settings as the samples themselves. Puffin-
Plot can automatically subtract this tray measurement when loading a 2g file,
making its implementation entirely transparent to the user.

PuffinPlot also allows a more precise tray correction protocol, using
repeated tray measurements. In this protocol, the tray is remeasured before
each samplemeasurement.This procedure allows correction for changes in the
tray remanence caused by, for instance, contamination by fragments of friable
samples. I found this procedure to produce significant improvements over a
single tray measurement. Although this doubles the number of measurements
which have to be made, the extra effort involved is relatively little in a thermal
study, since the tray must in any case be unloaded and reloaded with different
sample batches at every heating step.

4.5.3.4 Drift correction

The calibration of squid sensors tends to drift over timescales of less than a
minute.The 2g software can correct for this by applying a drift correction. Cor-
recting for drift involves taking a calibration measurement before and after
measuring the tray of samples; a linear fit is made between the two calibra-
tionmeasurements and subtracted from each samplemeasurement. PuffinPlot
offers a refinement of this procedure: one or more sample slots is left empty
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and specified as a calibration point. This system allows PuffinPlot to calculate
the change in the measured moment at the same sample slot between the tray
measurement run and sample measurement run, and correct all the sample
measurements by that amount.

In effect, while the built-in 2g drift correction corrects for drift within a
single measurement run, my drift correction corrects for the drift that occurs
between a traymeasurement and the subsequent samplemeasurement. I found
this to increase precision, even when also using 2g’s drift correction.

4.5.3.5 Multiple sample orientations

PuffinPlot includes facilities to combine sample measurements taken in differ-
ent orientations. This procedure ensures accuracy as well as precision. If, for
example, there is a constant bias to the x-axis moment measurement, it can be
negated by measuring a sample twice: once in standard orientation, and once
with the sample rotated 180° about the y or z axis, so that the x axis becomes
inverted. In this case the bias will offset the x measurement in opposite direc-
tions, and combining them will cancel it out. In addition, multiple measure-
ments should help to cancel errors produced by inaccurate sample positioning.
I devised various measurement protocols along these lines, using up to four
different sample orientations to cancel errors in all axes. When combined with
the other protocols described above, this gave further improvements. However,
the protocol is extremely time-consuming. While it may be suitable for a study
with a small number of very weakly magnetized specimens, it was impractical
for the hundreds of samples studied in this thesis.

4.5.4 Analysis of multicomponent magnetizations

New Zealand sediments frequently exhibit multiple magnetization compon-
ents of detrital, post-detrital, thermoviscous, and chemical origin, often with
significant overlaps in coercivity or unblocking spectra. Since cases have been
described where the final component does not represent the primary reman-
ence (e.g. Turner, 2001), accurate characterization of non-final components
is often important for New Zealand magnetostratigraphy. In this section I
describe some of the facilities which PuffinPlot provides to separate and ana-
lyse these components.
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4.5.4.1 Interactive and bulk analysis

PuffinPlot aims to combine the most useful aspects of two styles of analysis:
interactive and bulk. Interactive analysis allows rapid exploration of data, and
might (for palaeomagnetic data) consist of repeatedly attempting pca fits to
various sets of data points for a single sample in an attempt to find the most
plausible demagnetization range defining a component. For this kind of explor-
atory analysis, it is important to be able to repeatedly re-run an analysis with
various modifications to their parameters, in order to determine the most
effective ones. PuffinPlot aids this kind of exploration by offering mouse-con-
trolled point selection, instant visual feedback on analyses, and hotkeys for a
wide range of functions such as running a pca calculation, changing plot pro-
jections, hiding and showing points, selecting and deselecting points, etc.

The disadvantage of interactive analysis is that it is time consuming; if
sample behaviour is fairly uniform throughout a suite, it is needlessly repet-
itive to manually analyse each sample. Thus, PuffinPlot also provides facilities
for bulk analysis: if a group of data points has been selected for one sample,
the corresponding points can be automatically selected across a chosen range
of samples, or the entire suite. Calculations such as pca and mdf can then be
done on all the chosen samples at once. This feature allows the user to first
investigate the behaviour of one or a few samples in detail, in order to determ-
ine the paramaters for the analysis, then quickly apply it to a large number of
samples.

For further automation of the analysis process, PuffinPlot can be controlled
by a script; section 4.5.10 gives an example of this.

4.5.4.2 Nrm histogram

In addition to the standard palaeomagnetic plots, PuffinPlot provides a histo-
gram of nrm intensities. The histogram gives a useful quick view of the mag-
netizations within a suite: the number of modes in the distribution can show
groupings of different magnetic mineralogies, and outliers can easily be spot-
ted.

4.5.4.3 Principal component analysis (pca)

Principal component analysis is a standard workhorse of palaeomagnetic ana-
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lysis, providing a best-fitting line and plane through any set of data points. Sec-
tion 2.2.2.1 presents the theoretical basis for pca. PuffinPlot provides a pca
implementation based on the formulation of Kirschvink (1980), including his
Maximum Angular Deviation (mad) parameters for linear and planar good-
ness of fit. Importantly for the analysis of non-final components, PuffinPlot
allows for unanchored pca fits, where the line of best fit is not constrained to
pass through the origin.

4.5.4.4 Great circle remagnetization analysis

Pca works well when components do not overlap excessively, and when the
component of interest can be directly observed as a collinear sequence of
points. Great circle remagnetization analysis, as described in section 2.2.2.2,
allows a final component to be determined when its demagnetization path
extensively or entirely overlaps that of the previous component, or even when
the final component is not demagnetized at all. The price of this capability is
that multiple samples from a site are required to establish a palaeomagnetic
direction. In many cases, unanchored pca and great circle analysis can play
complementary roles, with pca identifying the softer components, and great-
circle analysis identifying the final, hardest component using the same demag-
netization paths for which pca yields the penultimate component.

Great circle remagnetization analysis is frequently required for New Zea-
land sediments: thermal demagnetization is often necessary due to a poor
response to af demagnetization, but alteration at relatively low temperatures
(300–400°C) means that the final component is often not demagnetized (e.g.
Wilson and Roberts, 1999; Rowan et al., 2005).

4.5.4.5 User-defined annotation

Despite the numerical algorithms available for palaeomagnetic analysis, it still
requires a significant amount of human judgement and qualitative assessment,
particularly in the early stages. PuffinPlot provides facilities for the user to log
and tabulate assessments of the data, by means of so-called annotations. The
usermay specify any number of annotation headings for a data suite, with each
heading corresponding to an observation that might be made about a sample,
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for example ‘estimated number of components’ or ‘approximate alteration tem-
perature’. The user can then provide these annotations for each sample as part
of the data analysis process. While the same functionality could be provided
by making notes in, say, a spreadsheet or text editor (or indeed using a pen-
cil and paper), it is far more efficient to integrate this functionality with the
main analysis program: firstly, the user does not need to switch between differ-
ent programs, and secondly there is no need to integrate the annotations with
the numerical results after they have been made. PuffinPlot saves the user’s
annotations along with the other data, and exports them along with the results
of sample calculations.

4.5.4.6 Point hiding

One fairly basic but surprisingly useful feature of PuffinPlot is the ability to
hide selected data points, preventing them from appearing on the plots. The
later stages of stepwise demagnetization, whether thermal or af, frequently
lead to large, random increases in remanence. These ‘chaotic’ data points can
easily obscure the data at lower demagnetization steps if they are not hidden,
both by directly overlaying the useful data on a graph, and (in the case of the
Zijderveld plot) by forcing a small scale for the graph in order to accommod-
ate the outlying points. Hiding points is also useful for removing occasional
meaningless, high-intensity data points produced by flux jumps during meas-
urement of long cores.

Like most of PuffinPlot’s other features, point hiding can easily be applied
across an entire sample selection or suite, so that – for example – demagnetiz-
ation steps above 450°C can be hidden for every sample in a suite with only a
few clicks of the mouse.

4.5.4.7 Ams data import

PuffinPlot can import ams data and integrate it automatically with the corres-
ponding demagnetization data. This integration allows ams and remanence
data to be viewed side-by-side and compared easily, which is useful for invest-
igating possible relationships between ams axes and magnetization directions.
Analysing both types of data in the same program also simplifies the applica-
tion of corrections for sample and formation orientation and local magnetic
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declination, since the same corrections are used for ams and palaeomagnetic
data.

4.5.4.8 Ternary plot of orthogonal intensities

I implemented an experimental ternary plot type to display data from the
Lowrie (1990) triaxial demagnetization technique, described in section 3.2.3.1
on page 38. The position of a point on the plot shows the relative intensities
of the low-, intermediate-, and high-coercivity components of magnetization,
and the path of successive points during demagnetization thus shows the relat-
ive effect of thermal demagnetization on the components.

4.5.5 Other features

As well as features specifically motivated by the requirements of this thesis,
PuffinPlot includes a fairly standard array of other data analysis facilities, sum-
marized below.

• Calculation of Fisher (1953) statistics on a per-site or per-suite basis.

• Calculation and display of Median Destructive Field (mdf).

• Printing of diagrams, and export of diagrams in Scalable Vector Graphics
(svg) format.

• Editing and application of corrections for sample orientation, bedding ori-
entation, and local magnetic declination.

• Reversals test (Cox and Doell, 1960).

• Hext (1963) and bootstrap (Constable and Tauxe, 1990) statistics on ams
data, using the PmagPy programs of Tauxe et al. (2010).

4.5.6 Display layout

The standard triptych of palaeomagnetic data display consists of a Zijderveld
plot of projected vectors, a Lambert azimuthal equal-area plot of vector direc-
tions, and a simple biplot of demagnetization degree against intensity of reman-
ence. Laying these out in a reasonable manner – along with possible further
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tables and plots – is not always easy. For example, a Zijderveld plot can often
consume a large rectangle of space while leaving one or more of its quadrants
entirely empty of data. When space is constrained (as in a short journal art-
icle) this is wasteful, and authors frequently make use of overlapping layouts,
with individual plots encroaching upon the blank portions of their neighbours
(e.g. Wilson and Roberts, 1999, fig. 2; Turner et al., 2005, fig. 5; Plado et al.,
2010, fig. 4). Furthermore, during routine analysis, data plots vary in import-
ance depending on the character of the data and the goal of the analysis. For
these and similar reasons, a flexible layout system is vital.

In normal usage of PuffinPlot, the plots are anchored to particular posi-
tions on the page. User interaction with the graphs themselves is limited to
selecting points for analysis. However, the display can be customized by select-
ing Move plots from the Editmenu. Each plot is now labelled and highlighted
with translucent orange borders, allowing them to be resized, repositioned, and
overlapped at will. Once the plots are suitably positioned, the user deactivates
Move plots and the plots are once more anchored in place. The plot locations
are saved along with the user’s other settings, so they persist if the program is
closed and restarted. User settings can also be exported to and imported from
external files, so multiple plot layouts can be saved and the user can switch
between them as needed.

PuffinPlot also allows plots to be deactivated (hidden), so that the display
is not cluttered by plots that the user does not require.

4.5.7 Data import

PuffinPlot was designed primarily to work with data from the 2g Enterprises
cryogenic magnetometer at the oprf, which is controlled by the ‘Long Core’
software supplied with the instrument. PuffinPlot was also designed to replace
the previous analysis software in use at Otago, Steve Hurst’s Zplot. PuffinPlot
was thus designed from the start to be able to read the file formats of these two
programs. PuffinPlot can also import asc files of susceptibility anisotropy data,
as produced by Agico’s Safyr program from kappabridge measurements. The
file loading code is heavily modularized so it is easy to add support for other
file formats.

PuffinPlot’s own data format has evolved from the 2g file format, which
is a simple table of data containing a line for each demagnetization step. The
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PuffinPlot file contains the raw demagnetization data (sample and formation
corrections are calculated on-the-fly, so corrected orientations are not stored)
with various extra items, such as details of pca and great-circle fits, and which
points are currently selected or hidden.

4.5.8 Equal-area projections

The Lambert equal-area projection is used in several contexts within Puffin-
Plot; in this section I list the different applications and briefly describe the
implementation of the projection.

Types of equal-area plot in PuffinPlot

PuffinPlot implements several equal-area plots:

1. A sample demagnetization plot shows the direction of the magnetization
vector for each demagnetization step in a graph, possibly with a best-fitting
great circle overlaid.

2. A site mean direction plot shows the sample demagnetization directions
(either points giving pca directions, or great circles showing demagnet-
ization trends), and the best-fitting site mean direction determined by
Fisher (1953) statistics or McFadden and McElhinny (1988) remagnetiz-
ation great circle analysis.

3. A formation mean direction plot shows the site mean directions for all the
sites, with a formationmeandirection for the entire suite (or two formation
mean directions if two polarities are present in the site mean directions).

4. If ams data has been imported, an ams plot shows the directions of the
principal ams axes for all the selected sites. This plot also shows the prin-
cipal axes of the mean tensor and their confidence regions, if they have
been calculated.

Implementing an equal-area projection

When projecting individual points in a Lambert equal-area projection, the
mathematics is fairly straightforward: the three-dimensional Cartesian data
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are corrected for sample and formation orientationwith rotationmatrices, and
the resulting vector is fed into equation 4.1. However, an equal-area plot also
requires great circle segments to connect points, entire great circles to show
planar fits, and elliptical regions on the sphere’s surface to show confidence
intervals. All these structures are first constructed in three-dimensional space
as sequences of points, then projected point-by-point onto the plot surface;
provided that enough points are used, the ensuing multi-segment line has the
appearance of a smooth curve. The most common case is the production of
a great-circle segment, since these are used to connect successive points on a
demagnetization path. To produce these paths I implemented the ‘slerp’ spher-
ical interpolation algorithmdescribed by Shoemake (1985), which interpolates
points at constant angular intervals along an arbitrary great-circle path.

To produce elliptical confidence regions on the sphere, I use a standard
parametric ellipse equation to produce an appropriately shaped ellipse in a
default position on the surface of the sphere. (The region is technically only
an ellipse within the two-dimensional space of the sphere’s surface; in three-
dimensional space it is of course curved around the sphere.) Three-dimen-
sional rotation matrices are then applied to move the ellipse to the correct pos-
ition and orientation, after which it is projected onto the plot. For an ams plot
an extra step is necessary: since ams data is projected in the lower hemisphere
only, any portion of the confidence ellipse protruding into the upper hemi-
sphere is reflected onto the corresponding lower-hemisphere portion before
projection.

4.5.9 Data export

PuffinPlot allows the export of all data produced by its analyses, for further
processing or plotting. Data are exported in the standard comma separated
value (csv) format, readable by the vast majority of spreadsheets, graphing
programs, databases, and programming environments. Separate files are pro-
duced for data at the sample, site, and suite levels. User-defined annotations
are included in the sample data export file.

PuffinPlot’s own data format is a straightforward tab-separated text file
with a fairly self-explanatory format, which means that, if required, it can also
be read and written by external programs.
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4.5.10 Scriptability

PuffinPlot’s graphical desktop interface is intended to be the primary way to
interact with the program. However, it is often useful to be able to interact
with a program using a scripting language, in order to extend its capabilit-
ies, integrate it conveniently with other programs, or process large amounts of
data without manual intervention. The Java platform upon which PuffinPlot is
built supports a number of scripting languages which can easily interface with
PuffinPlot. Perhaps most usefully, an implementation of the Python program-
ming language – named Jython (Juneau et al., 2009) – has been developed for
the Java platform. Since Python is widely used in scientific programming and
scripting, and familiar to a large number of scientists, this should provide a con-
venient route for anyone wishing to integrate PuffinPlot with other data pro-
cessing steps. Using Jython, PuffinPlot can be controlled either from a pre-writ-
ten script, or interactively from a command shell which accepts and executes
commands one at a time from the user.

Figure 4.3 (p. 116) shows a very simple script demonstrating the use of
PuffinPlot from within a Python environment. The script opens a data file, cal-
culates the mean nrm, and produces a file containing a pca direction for each
sample. Note that virtually all of PuffinPlot’s data and functionality is available
to the Python script, so far more complex examples are possible.

4.6 Conclusions

The samples analysed in this thesis had several uncommon features, perhaps
most significantly very lownrms. PuffinPlotwas conceived primarily to extract
useful data from these samples, but has also been developed to a point where
it is useful for general palaeomagnetic analysis. For the purposes of this thesis,
its most vital feature is the ability to combine multiple sample measurements,
tray measurements, and measurements of empty sample slots in order to com-
pensate for the high noise levels encountered when measuring samples at the
limit of a magnetometer’s sensitivity. Another important feature is the capab-
ility for fast, interactive, graphical analysis, which is of particular use in the
early, exploratory stages of data analysis: different selections of demagnetiza-
tion steps and analysis techniques can be tried out rapidly to see what yields the
most reliable results. The ‘cut-and-paste’ feature for point selection is also use-
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### Import the required libraries.

from net.talvi.puffinplot import PuffinApp

from net.talvi.puffinplot.data import Suite

from java.io import File

### Start PuffinPlot and open a data file.

puffin = PuffinApp()

input_file = File("example.ppl")

suite = Suite([input_file])

samples = suite.getSamples()

### Calculate and display the mean NRM.

total_nrm = sum([sample.getNRM() for sample in samples])

print total_nrm / suite.getNumSamples()

### Perform a PCA calculation for each sample.

for sample in samples: # do this for each sample:

sample.selectAll() # select all points in the sample

sample.useSelectionForPca() # and mark them for use in PCA

suite.doSampleCalculations() # perform PCA for each sample

### Save the results of the PCA calculation.

output_file = File("example-results.csv")

suite.saveCalcsSample(output_file)

Figure 4.3 A simple Python script to demonstrate the use of PuffinPlot from a scripting
environment. This script first opens a data file. It then calculates the mean nrm of all the
samples and displays it. Then it calculates a pca direction for each sample in the suite, and
saves the results to a csv file. Explanatory comments in the script are preceded by the
character #.

ful in this regard, allowing an analysis to be instantaneously applied to a large
group of samples. A large number of data plots were needed for this thesis, cre-
ating the requirement that PuffinPlot allow flexible graph layout and produce
publication-quality vector graphic output. PuffinPlot also includes the unusual
feature (for a palaeomagnetic program) of being able to handle ams data. Con-
ceivably, the ams results could have been plotted by a separate, existing pro-
gram, but adding this capability to PuffinPlot made it far more easier to relate
the ams data to magnetostratigraphic analyses of the same samples.

PuffinPlot offers other facilities beyond those specifically required for this
thesis: the ability to run on all major desktop operating systems; the analysis
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of long core as well as discrete samples; and the inclusion of a scripting inter-
face allowing its capabilities to be extended without needing tomodify the pro-
gram itself. PuffinPlot’s freely released source code also permits other research-
ers to build upon the program, or simply to assure themselves that important
algorithms are implemented correctly.



118 Palaeomagnetic analysis software



5 Fairfield Quarry

… look unto the rock whence ye are hewn, and to the hole of the pit whence ye
are digged.

– Isaiah 51:1

5.1 Introduction

Fairfield Quarry is situated roughly 8 km west of the city of Dunedin on New
Zealand’s South Island, at 45° 53' 34" S, 170° 24' 36" E (New Zealand map
grid reference gr i44 086 764); figure 5.1 (p. 120) shows Fairfield Quarry
from above. It exposes an approximately Haumurian-Teurian (late Cretaceous
to early Palaeogene) sedimentary sequence about 40m in height (McMillan,
1993). This chapter aims to establish a magnetostratigraphy for the central
portion of this sequence (including the Cretaceous-Palaeogene boundary),
informed by the detailed rock magnetic study undertaken in chapter 3. The
rock magnetic work was mainly done to constrain the magnetic mineralogy
and allow reliable interpretation of the palaeomagnetic data. I also used rock
magnetism to investigate the depositional environment; in particular, I made
ams measurements in order to determine palaeocurrent flow and direction
during deposition.

5.1.1 Stratigraphy

TheFairfieldQuarry section comprises a part of the easternOtago sedimentary
sequence, a succession laid down from approximately 80Ma to 14Ma atop a
basement of Haast Schist (McKellar, 1990). The Haumurian (Late Cretaceous)
Taratu Formation exposed at the bottom of the Fairfield Quarry section, and
themarine beds overlying it, have a regional dip of 5–7° to the south-east (McK-
ellar, 1990, p. 42). The site has long been of geological interest, and was origin-
ally operated as a coal mine from the 1860s (Lindsay, 1867). It later became a
sand quarry and is mentioned as ‘Shiels’ Sand-Pit’ by Ongley (1939). Sections
at Fairfield Quarry were described by Daniel (1961) and Situmorang (1978).
The exact lithostratigraphic classification andnomenclature of Teurian (Palaeo-
cene) and Haumurian sediments in the Dunedin area has varied somewhat
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Figure 5.1 Aerial view of Fairfield Quarry on 4 July 2010, showing approximate locations of
sampled sub-sections. Photograph courtesy of Google Earth.

over the years (e.g. Benson, 1968; Webb, 1973b; Carter, 1988b); here I follow
the stratigraphy given by McMillan (1993).

At Fairfield, the bottomof the section exposes the Taratu Formation, which
is topped by the 3m thick Fernhill Sand Member, variously assigned to the
Taratu Formation (McKellar, 1990, p. 14) and the regional Wangaloa Form-
ation (Carter, 1988b). The next and thickest part of the section consists of
the lowest 40m of the 300m thick Abbotsford Formation (Park, 1910, p. 121;
McMillan, 1993), containing the Fairfield Greensand, Saddle Hill Siltstone,
Steele Greensand, and Quarries Siltstone members; the Abbotsford Forma-
tion has previously been known as the Abbotsford Sandstone (Park, 1910) and
AbbotsfordMudstone (Grange, 1921; Fleming, 1959).The exposure at Fairfield
is topped by a few metres of colluvium and loess. Figure 5.2 summarizes this
stratigraphy.

Some studies of the Fairfield sediments have attempted to establish the
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Taratu Formation (none defined)

Wangaloa Formation

Abbotsford Formation (none defined)

Quarries Siltstone Member

Steele Greensand Member

Saddle Hill Siltstone Member

Fairfield Greensand Member

Fernhill Member

Formation Member Scale

5m

0

Figure 5.2 Summary lithostratigraphy of the Fairfield Quarry section, after McMillan (1993).
The Taratu Formation and most of the Fernhill Member are no longer exposed at the quarry
face.
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Figure 5.3 Timescale for the age range of the Fairfield Quarry section as con-
strained biostratigraphically by McMillan (1993).
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position of the K-Pg boundary within the section, a task complicated by the
absence of the geochemical signature (Fordyce et al., 2009) frequently found
in K-Pg boundary sections (Alvarez et al., 1980). Webb (1973a) made a micro-
palaeontological investigation of sediments from the nearby ash 17 drillhole
(gr i44 088 752) and placed the boundary at the top of the SaddleHill Siltstone
member, about 7m above the top of the Fernhill Sand. This position suggested
a correlation of the overlying Steele Greensand Member with the Wangaloa
Formation (Webb, 1973b), but this interpretation turned out to be at odds with
subsequent dinoflagellate dating of samples from the quarry itself (McMillan,
1993).

McMillan (1993) has given the most thorough description of the Fairfield
sediments to date. His study included a dinoflagellate biostratigraphy which
located a transition between a Manumiella druggii (late Haumurian) zone and
a Trithyrodinium evittii (basal Teurian) zone; this constrained the K-Pg bound-
ary to a 3m interval in the upper part of the section, some 14m above the pos-
ition suggested by Webb’s (1973a) work on the ash 17 core. McMillan (1993)
provisionally placed the K-Pg boundary at a burrowed discontinuity around
15m from the top of the section; this identification was confirmed by an
additional dinoflagellate study reported by Wilson and McMillan (1996). The
depositional setting of the Abbotsford Formation sediments at Fairfield was
identified as estuarine/bay to inner offshore by McMillan and Wilson (1997)
and as nearshore marine by Willumsen and Vajda (2010).

5.1.2 Magnetostratigraphic and geomagnetic setting

Roncaglia et al. (1999) placed the start of the M. druggii zone in the latest early
Maastrichtian – corresponding to about 69.5Ma in the timescale of Gradstein
et al. (2004) – and the end of the zone at the K-Pg boundary. The T. evittii
zone ranges from the K-Pg boundary to a poorly constrained youngest age of
63.5Ma (Hollis, 2003). Magnetostratigraphically, this period encompasses the
c31r to c28n chrons.Thec29r chron is fairly brief, spanning 64.745–65.578Ma
(with the K-Pg boundary at 65.0±0.3Ma) in the Cande and Kent (1995)
chronology used for the Cenozoic portion of the current New Zealand geo-
logical timescale (Cooper, 2004) and 65.118–65.861Ma (K-Pg boundary at
65.5±0.3Ma) in the updated stratigraphy of Gradstein et al. (2004). Since the
palynologically constrained age range contains seven reversals and the K-Pg
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boundary has been located within the section, magnetostratigraphy has the
potential to determine the ages of the surrounding sediments quite precisely.
Figure 5.3 (p. 122) shows the geomagnetic polarity timescale (gpts) for the
time period.

The present geomagnetic field at Fairfield, calculated from the 10th genera-
tion International Geomagnetic Reference Field model (Macmillan and Maus,
2005), has an inclination of −70° and a declination of 25°. When considering
the thermoviscous magnetic overprint which might have been imparted dur-
ing the current Brunhes normal chron, it is useful also to calculate the time-
averaged field produced by a geocentric axial dipole (gad) model. In this case,
the declination is of course zero, and the inclination I is −64°, as calculated
from the latitude λ by the formula tan I = 2tanλ (Opdyke and Channell, 1996).

5.1.3 Tectonic history and palaeogeography

To interpret any depositional remanent magnetization from the Fairfield sedi-
ments, it is necessary to determine the latitude and orientation of the site at
the time of deposition. The New Zealand microcontinent broke away from
Gondwana at around 85Ma (Ballance, 1993a) and by the end of the Cretaceous
period was drifting northward and subsiding. The reconstructions of Cook et
al. (1999) suggested a palaeolatitude of 55–70°S at the start of the Cenozoic,
corresponding to a gad field inclination between −70° and −80°.

Tectonic rotation of New Zealand in the Cenozoic has been investigated
by Sutherland (1995) and King (2000b). King (2000b) gave a rotation of 40°
clockwise from the current position for the area corresponding to the present
eastern South Island at 40Ma; Sutherland (1995) calculated a similar rotation
of around 50° at 45Ma. The calculated rotations are for the Pacific plate relat-
ive to the Australian plate. Plate reconstructions for earlier time periods are
less definite due to the lack of surviving ocean crust, but since the Pacific-Aus-
tralian plate boundary associated with the more recent rotation did not form
until around 45Ma, it is reasonable to assume that there was less significant
rotation during the first 20Ma of the Cenozoic, making a rotation of 45–60°
plausible for the end of the Cretaceous.



Sampling and logging 125

Figure 5.4 South-east face of Fairfield Quarry, showing positions of sampled sub-sections. The magnified insets
show the locations of the upper sub-sections at the northern end of the quarry.
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5.2 Sampling and logging

I visited Fairfield Quarry for a total of around four weeks during a period from
May 2007 to May 2010, collecting oriented palaeomagnetic cores and logging
magnetic susceptibility and sedimentary features.

There is extensive exposure on the east face of the main quarry pit, but
there is no section which is both continuous and practically accessible for
palaeomagnetic sampling: the upper parts of benches are inaccessible (espe-
cially with palaeomagnetic drilling equipment) and the lowest parts are buried
in slumped material. I therefore sampled ten sub-sections3 (designated with
letters from B to K) to produce a nearly continuous composite section; fig-
ure 5.4 (p. 125) shows the positions of the sub-sections within the quarry, and
figure 5.1 (p. 120) shows their approximate locations in an aerial view.This sec-
tion covers the bottom 24m of the Abbotsford Formation, from the base of the
Fairfield Greensand Member to 8m above the position of the K-Pg boundary
as determined by McMillan and Wilson (1997).

5.2.1 Structure

An accurate determination of the formation dip was necessary to integrate the
sampled sub-sections reliably. It is impossible to measure the formation ori-
entation directly at Fairfield, since the extensive bioturbation has eradicated
any small-scale bedding structures. Fortunately, the extensive exposure and
clearly visible glauconitic beds allowed me determine the dip at a larger scale.
I selected a well-defined glauconitic concretionary horizon visible across the
entire eastern face of the quarry. For each of several points along this bed, I
measured its distance and inclination from a fixed vantage point using a laser
range-finder with inclinometer, and its azimuth using a field compass. I con-
verted these measurements into points within a three-dimensional Cartesian
co-ordinate system and calculated their moment of inertia as described by
Fernández (2005) to give a best-fitting plane (the technique is a development of
the three-point method described by e.g. Groshong (2006), p. 52). The indices
of co-planarity (M = 14.55) and co-linearity (K = 0.60) indicated a reliable fit

3 Another sub-section (sub-section A) was also drilled at the same stratigraphic height as
sub-section B, but its samples were only used in pilot demagnetization studies.
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based on the threshold values (M>4, K<0.8) determined by Fernández (2005).
The result was a dip of 6.3° with dip direction 132°, in good agreement with
the regional dip of 6–7° south-east given by McKellar (1990).

5.2.2 Oriented core sampling

I picked palaeomagnetic sampling sites at 20–50 cm vertical intervals along the
studied sub-sections. The sampling intervals were intended to provide suffi-
cient resolution to be sure of detecting the relatively short chrons around the
K-Pg boundary, although accessibility, exposure, or lithology sometimes neces-
sitated larger intervals. From each sampling site I drilled three to five 25mm
cores using a water-cooled petrol or electric rock drill. I oriented the cores
using a Pomeroy orienting fixture and transported them to the field-free labor-
atory in mu-metal shields. In total I drilled 165 cores at 60 sites. I measured
heights both as tape-measured distances along the face and as actual vertical
heights established with a laser range-finder. Heights were measured from a
local datum for each sub-section; I calculated stratigraphic offsets between
sub-sections using range-finder measurements and later integrated them into
a composite section.

5.2.3 Section logging

For the seven uppermost sub-sections (e–k) I logged the magnetic susceptib-
ility at 5cm intervals using a Bartington ms2 meter connected to an ms2f sur-
face point probe. For the four uppermost sub-sections (h–k) I also created a
detailed sedimentary log at 10 cm resolution, allowing unambiguous correla-
tion with the corresponding section of the log made by McMillan (1993). This
log also allowed me to locate the K-Pg boundary precisely in relation to my
sampling sites. The lower parts of the section showed less complex variation
(especially in the Quarries Siltstone Member, which is around 8m thick and
largely undifferentiated) so detailed logging was not required here for correla-
tion: I confinedmyself to noting obvious sedimentological features and bound-
aries between lithostratigraphic members.
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5.3 Laboratory work

I processed and analysed the samples at the oprf. Details of the equipment I
used are given in Appendix C.

5.3.1 Sample preprocessing

I cut the drilled cores into standard-sized (25mm diameter, 22mm height)
palaeomagnetic sample cylinders and labelled them for identification and ori-
entation. I reassembled broken cores and samples using a non-magnetic glue
(uhu contact gel). The cores yielded around 400 oriented samples in total.

5.3.2 Stepwise demagnetization

I conducted a brief pilot demagnetization study using af treatment. Af proved
ineffective as a demagnetization technique: rather than producing discernible
trends inmagnetization corresponding to the gradual removal of a component,
the successively larger field strengths produced apparently random changes in
magnetization. A thermal demagnetization pilot study provedmore successful,
and I used thermal treatment for all subsequent demagnetization. Figure 5.5
(p. 129) shows typical results for af and thermal demagnetization.

I used 201 of the oriented samples for a comprehensive thermal study, with
3–4 samples per drilling site. I applied stepwise thermal demagnetization at
30°C intervals to samples from sites b1 to f4; for all subsequent samples, I used
25°C steps. I measured the samples’ susceptibility after each heating step and
stopped treatment when there was a large (twofold or greater) increase in sus-
ceptibility, indicating mineral alteration.

5.3.3 Magnetic susceptibility

I used a kappabridge to measure ams for all the oriented samples. These meas-
urements also provided accurate determinations of the initial room-temperat-
ure bulk susceptibility of the samples. For selected sites spaced throughout the
section, I also measured the temperature dependence of magnetic susceptib-
ility, using progressive 100°C heating steps from 100°C to 700°C in an argon
atmosphere.
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Figure 5.5 Typical results of af (top; sample a0203.2) and thermal (bottom; sample a0204.2) demagnetization on
Fairfield samples. Both samples are from the Fairfield Greensand Member at stratigraphic height 6.3m.
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5.3.4 Isothermal remanent magnetization

I undertook an irm acquisition study using eight samples selected from sites b
to i (I already had irm data for sites i, j, and k from the study in chapter 3). I
imparted irms in 33 steps from0 to 1 T,with field strength increasing in approx-
imately exponential fashion. This distribution of field intensities is recommen-
ded by Heslop et al. (2002) to maximize the efficacy of the irm analysis tech-
niques applied in section 5.4.3.

5.4 Results

In this section I present the sedimentological and magnetic results of the Fair-
field Quarry study. Data files for all the magnetic analyses are included on the
data cd-rom (appendix D).

5.4.1 Stratigraphy

An integrated graphic log, summarizing the most important sedimentological
andmagnetic properties of the studied sections, is given as a one-page overview
in figure 5.6, and in detail in figures 5.7 to 5.11 (pages 131 to 136). Heights are
from an arbitrary datum below the sampled section, and range from 5.5m to
29.5m. The bottom 16m of the section are given at a scale of 8 metres per
page; the remainder of the section is shown at 3 metres per page to give room
for display of the high-resolution sedimentary data.

The lower parts of the section show clear alternation between the glaucon-
itic and non-glauconitic units but otherwise little variation in lithology, except-
ing a prominent, sulphur-rich horizon of soft, very fine sand at around 10m
(top of Saddle Hill Siltstone Member). The uppermost eight metres of the sec-
tion, starting above the Quarries Siltstone member, show complex variations
in glaucony content, with horizons of fossilized wood fragments and arthro-
pod (mainly Thalassinoides) burrows. The section is mottled throughout with
poorly defined burrow textures, which are distinguished in the log from the
distinct burrows in the uppermost part.
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Figure 5.6 Stratigraphic log of the entire Fairfield Quarry section in overview. Magnetic suseptibility units: SI×
10-4; where no field readings for susceptibility are available, site readings from sampled cores are shown as bars.
The ‘pmag’ column lists palaeomagnetic sampling sites. Further details are given in the text in section 5.4.1.
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Figure 5.7 Stratigraphic log of the Fairfield Quarry section, 5–13m. Magnetic suseptibility units: SI×10-4; where
no field readings for susceptibility are available, site readings from sampled cores are shown as bars. The ‘pmag’
column gives the codes of sites where oriented palaeomagnetic cores were obtained. Further details are given in
the text in section 5.4.1.
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Figure 5.8 Stratigraphic log of the Fairfield Quarry section, 13–21m. Key and notes on page 132.
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Figure 5.9 Stratigraphic log of the Fairfield Quarry section, 21–24m. Colours are in the Munsell system. Key and
notes on page 132.
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Figure 5.10 Stratigraphic log of the Fairfield Quarry section, 24–27m. Colours are in the Munsell system. Key and
notes on page 132.
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Figure 5.11 Stratigraphic log of the Fairfield Quarry section, 27–30m. Colours are in the Munsell system. Key and
notes on page 132.
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5.4.2 Magnetic susceptibility

In this section I describe the results of bulk, anisotropy, and thermal susceptib-
ilitymeasurements on the kappabridge. Susceptibility changes during stepwise
thermal demagnetization are described in section 5.4.5.

5.4.2.1 Bulk susceptibility

I determined an average bulk susceptibility for each site by taking the mean
of the volume-normalized susceptibilities of individual samples as measured
on the kappabridge. The site susceptibility is thus a mean value for some tens
of cm³ of material, sampled non-contiguously from a bulk of at least several
hundred cm³; it can thus reasonably be expected to average out any inhomo-
geneities caused by centimetre-scale bioturbation.

There were two problems with the fieldmeasurements of magnetic suscept-
ibility collected at 5 cm intervals with the Bartington system: firstly, sensor drift
occasionally caused gradual deviation of the measured values; secondly, the
point sensor (diameter 15mm) is small enough to be affected by the inhomo-
geneous nature of the sediments. I thus took the laboratory site susceptibilities
as absolute, reliable measurements, and used the field measurements to inter-
polate between them and increase the spatial resolution of sampling.

Bulk susceptibility is positively correlated with glauconitic content, as can
be seen from the log in figures 5.6 to 5.11.

5.4.2.2 Anisotropy of magnetic susceptibility

For analysis of ams, I divided the samples into four sets spanning ranges
between the heights 5.5, 7.5, 9, 12, and 29.5m within the measured section;
I will refer to these sets as a1–a4 in order of increasing height. The uppermost
set, a4 (12–29.5m ), is by far the largest: I analysed all these samples as a single
set because they all exhibited the same inverse fabric, as described in more
detail below. All directions are given relative to the bedding plane.

I performed statistical analyses on the anisotropy tensors using the tech-
niques described by Constable and Tauxe (1990) and Tauxe et al. (1998) (an
overview is given in chapter 13 of Tauxe et al., 2010), which apply the com-
putational Monte-Carlo bootstrap technique of Efron (1979) to the spherical
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A1 A2

A3 A4

Figure 5.12 Lower hemisphere equal-area plots of principal axes from Fairfield ams data. Sample height ranges
for plots: A1 5.5–7.5m, A2 7.5–9m, A3 9–12m, A4 12–29.5m. Point shapes: squares show maximum anisotropy axis,
triangles intermediate axis, and circles minimum axis. Corresponding large, grey shapes show mean directions.
Ellipses show 95% confidence regions determined by parametric (plots A1–A3) or nonparametric (plot A4) bootstrap
statistics; further details are given in the text. On the A4 plot the maximum axis confidence region is shown as a
filled white ellipse near the centre, and the mean direction marker is omitted since it would be larger than the
confidence region. Numerical values for the statistical parameters are given in table 5.1.
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Set Height (m) N Axis D I η Dη Iη ζ Dζ Iζ

a1 5.5–7.5 15

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

Max. 354.8 2.0 10.8 262.9 29.1 19.4 121.2 54.6

Int. 86.8 45.4 19.3 353.0 4.1 22.5 258.9 44.9

Min. 262.8 44.6 10.6 354.8 2.1 22.4 86.9 44.7

a2 7.5–9 28

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

Max. 137.3 6.7 23.9 46.2 5.9 11.1 278.8 80.4

Int. 46.1 9.7 28.3 311.0 21.9 38.4 169.9 62.7

Min. 261.5 78.1 9.9 141.8 6.2 22.5 50.7 10.2

a3 9–12 28

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

Max. 272.8 2.6 43.3 181.6 4.1 25.8 60.5 82.2

Int. 3.0 5.6 34.2 103.3 43.0 38.4 259.9 44.5

Min. 158.4 83.8 8.9 275.5 2.9 15.9 5.8 5.3

a4 12–29.5 140

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

Max. 0.2 86.6 1.4 111.7 1.2 2.3 201.8 3.3

Int. 171.3 3.4 75.9 261.0 0.6 2.4 0.4 86.5

Min. 261.3 0.5 233.4 122.0 2.0 4.2 1.6 86.1

Table 5.1 Statistical parameters for Fairfield ams data. The N column gives the number of samples used in the
analysis. Each dataset is described in three lines, one for each of the maximum, intermediate, and minimum
axes. D and I give the mean declination and inclination respectively. η and ζ are the semi-angles subtended by
the ellipse of 95% confidence. The D and I values for a confidence interval are the declination and inclination
of the associated axis of the confidence ellipse. All angular quantities are in degrees. Details of the statistical
analysis techniques used are given in the text. The same data are shown graphically in figure 5.12.
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Set Height (m) 𝑁 𝑃′ 𝜎(𝑃′) 𝑇 𝜎(𝑇)

A1 5.5–7.5 15 1.002 0.001 0.477 0.298

A2 7.5–9 28 1.004 0.001 0.198 0.493

A3 9–12 28 1.004 0.002 0.213 0.426

A4 12–29.5 140 1.013 0.008 −0.673 0.241

Table 5.2 Heights and anisotropy parameters for ams sample sets. 𝑁 is the number of
samples. 𝑃′ is the corrected anisotropy factor and 𝑇 the shape parameter (Jelínek, 1981). 𝑥
and 𝜎(𝑥) denote mean and standard deviation respectively.

statistical framework of Hext (1963) and Jelínek (1981). I used the ‘bootams’
programdescribed in appendix F of Tauxe et al. (2010) to perform the analyses,
producing Kent (1982) confidence ellipses for the principal axes of each set. I
used the PuffinPlot program described in chapter 4 of this thesis to correct the
data for sample and bedding orientation before analysis, and to plot the results
figure 5.12 (p. 138). For sample set a4 (140 samples), I used a nonparametric
(‘naïve’) bootstrap. The other sets contained fewer than 30 samples each, close
to the limit given by Tauxe et al. (2010) for the reliability of the nonparametric
approach; for these I therefore used a parametric bootstrap.

Fabric shapes

Table 5.2 gives, for each sample set, the mean and standard deviation of the
ams parameters P' (the corrected anisotropy degree) and T (the shape factor)
(Jelínek, 1981). I describe these parameters in more detail in section 2.2.3.1.

Table 5.2 shows that all the samples have very weak anisotropy, with P'
values low even as compared with other undeformed sediments (Tarling and
Hrouda, 1993, figure 5.14); however, they all pass the F-test of Jelínek (1996)
(described in section 2.2.3.3), indicating that the measured anisotropy is not
merely an artefact of machine noise. Sets a1–a3 have oblate fabric shapes, with
T values falling within the expected range for undeformed sediments (Tarling
and Hrouda, 1993). Despite the overall oblate shape, they have sufficient prola-
tion to distinguish themajor and intermediate axes consistently, as is clear from
the grouping visible in figure 5.12 (p. 138). Set a4 is strikingly different, with
a strongly prolate shape which cannot be attributed to a primary sedimentary
fabric; the probable cause is discussed in more detail below.
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Fabric orientations

All samples in a1 have a primary susceptibility axis with a near-horizontal ori-
entation, consistent with a primary sedimentary fabric. The mean declination
is also well-constrained (around 20° at 95% confidence), indicating alignment
with a palaeocurrent direction. The orientations of the intermediate and min-
imum axes, however, are puzzling, with mean inclinations around 45°. They
cannot be due to current- or slope-controlled imbrication, which tends to
incline the major axis rather than the other two (Hamilton and Rees, 1970).
Metamorphism, even at grades too low for visual identification, can alter sedi-
mentary fabric shape (Tarling and Hrouda, 1993) but in this case the very low
anisotropy factors PJ (well below any reported by Hrouda and Janák (1976) in
their study on the effects of metamorphism on ams fabric) and the strongly
oblate shape rule out any such influence. The intermediate and minor axes are
poorly constrained in the plane normal to the major axis, giving a weak ver-
tical/east-west girdle distribution.

The ams fabrics of sets a2 and a3 have more classically sedimentary fab-
ric shapes: the 95% confidence intervals for the minor axes both contain the
vertical direction, while the confidence ellipses for the major and intermedi-
ate axes intersect the horizontal plane. A comparison of the lower three sets
shows a progressive change in palaeocurrent orientation, from north/south at
a1 to east/west at a3. The increasing spread of major axis directions also indic-
ates a weakening of current with time. The current direction (as opposed to
orientation) is not evident at a1 or a3, but the 6.7° south-eastward inclina-
tion of the major axis in set a2 implies a palaeocurrent flowing to the north-
west (Hamilton, 1963). (Since these directions are determined in the present-
day tectonic configuration, the original declinations would have been rotated
approximately 45° clockwise – see section 5.1.3).

Samples in the a4 set (the uppermost 17.5m of the section) have a strongly
prolate inverse magnetic fabric – that is, the k1 axis is normal to the bedding
plane, rather than parallel as is more usually observed. Inverse fabrics in sedi-
mentary rocks have previously been attributed to uniaxial single-domain mag-
netite (Potter and Stephenson, 1988), ferroan calcite (Ihmlé et al., 1989), and
siderite (Hirt and Gehring, 1991). Márton et al. (2010) described a strongly
prolate inverse fabric inOligocene sediments from theOuterWesternCarpath-
ians. Like the Fairfield sediments, the samples of Márton et al. (2010) were pyr-
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Sample sirm Hcr H'cr — Component 1 — — Component 2 —

mA/m mT mT Mri B½ DP Mri B½ DP

b03 62.4 40.6 45.9 0.53 1.63 0.23 0.47 1.73 0.4

c01 144.4 40.7 46.1 0.65 1.63 0.24 0.35 1.77 0.44

e02 138.8 41.0 46.5 0.64 1.63 0.24 0.36 1.77 0.44

e05 185.7 40.9 46.2 0.66 1.63 0.24 0.34 1.78 0.44

f07 177.7 41.2 46.6 0.77 1.63 0.26 0.23 1.87 0.5

g05 110.7 40.4 46.3 0.66 1.62 0.26 0.34 1.8 0.43

h01 204.1 41.5 46.9 0.63 1.64 0.25 0.37 1.75 0.41

i02 159.9 43.0 49.2 0.59 1.65 0.25 0.41 1.77 0.41

Table 5.3 Irm parameters for Fairfield samples. Sirm is saturation irm; Hcr is the reverse field
needed to remove sirm; H'cr is the field needed to magnetize to half the sirm; see section 3.4.2
(p. 54) for details of component parameters.

itized glauconitic quartz siltstone; the inverse fabric was found to be due to the
presence of siderite.

In this case, single-domain magnetite can probably be discounted, since
the rock magnetic investigations of chapter 3 indicated that the predominant
magnetite grain size is pseudo-single domain and that the susceptibility is not
controlled by magnetite. The inverse fabric of the Fairfield sediments is most
likely to be due to siderite, which was found throughout the section by McMil-
lan (1993).Thehigh degree of prolateness (with values of Jelínek’s (1981) shape
parameter T usually below −0.7) also corresponds well with the value for sid-
erite given in figure 2.11 of Tarling and Hrouda (1993) (the degree of aniso-
tropy cannot be correlated in the same way, since, unlike the shape parameter,
it is affected by dilution within an isotropic matrix). Siderite was also detected
in the Teurian Abbotsford Formation at the nearby Fairfield Estates Drillhole
(McMillan, 1995). The inverse fabric made it impossible to determine palaeo-
current direction from the ams measurements.

5.4.3 Isothermal remanent magnetization

The irm study showed very similar remanent coercivity spectra throughout the
section, but significant variation in saturationmagnetization, indicating strong
variability in the concentration of remanence carriers. As in the mineralogical
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study of chapter 3, saturation irm was inversely correlated with glaucony con-
centration. The lowest sirm was from site b3 in the highly glauconitic Fairfield
GreensandMember, and the highest from site h1 at the top of the non-glaucon-
itic Quarries Siltstone Member. Figure 5.13 (p. 144) shows the irm acquisition
and dc demagnetization curves.

I modelled the irm data as the sum of cumulative log-Gaussian functions
using the Irmunmix program of Heslop et al. (2002); full details of the tech-
nique are given in section 3.4.2. Figure 5.14 (p. 145) shows the fits of the clg
models to the gradients of the acquisition curves, and table 5.3 lists irm para-
meters, including the parameters for the clg components. In each case, a two-
component fit was sufficient to give good agreement with the experimental
data. The parameters of the two components were similar for every sample:
a dominant softer component (component 1) and a less pronounced, slightly
higher-coercivity component (component 2) with a much broader peak. The
relative contributions of the components were around 65:35, except in samples
b3 (53:47) and f7 (59:41).

The parameters of the two components are very similar to those determ-
ined for the whole-rock samples in the rock magnetic study of chapter 3 (fig-
ure 3.15, p. 59). Again, component 1 appears to be sd/psd magnetite, based on
comparison with the reference values given by Robertson and France (1994)
and the type curves of Symons and Cioppa (2000). Component 2 fits the
Symons and Cioppa (2000) type curves and Clark (1984) H'cr values for psd
pyrrhotite. However, given the lack of corroboration for a pyrrhotite compon-
ent for the samples in the rock magnetic study, I am wary of accepting this
interpretation without further evidence: it is also possible that component 2
represents a separate magnetite population with an increased coercivity due to
the influence of shape anisotropy, as discussed in section 3.4.2. A single-com-
ponent fit, also shown figure 5.14, is noticeably poorer butmay (given the other
constraints) be a better reflection of the true mineralogy.
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Figure 5.13 Irm magnetization (right sides of plots) and dc demagnetization (left sides) for selected Fairfield
Quarry samples; the graphs are labelled with the site code and the height within the overall section. Acquisition
continued up to 1 T but graphs are truncated at 500mT since no appreciable increase in remanence occurred
beyond this point. Note the differing x-axis scales for magnetization and demagnetization.
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Figure 5.14 Normalized cumulative log-Gaussian fits for Fairfield irm acquisition data. The circular points show the
gradient of the experimentally determined irm acquisition curve. The superimposed shaded curves are modelled
log-Gaussian functions, and the black line is the sum of these two components. The dashed line shows the best
fitting single Guassian curve.
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Figure 5.15 Temperature/susceptibility plots showing the two types of behaviour.

5.4.3.1 Temperature dependence of susceptibility

I measured the temperature dependence of susceptibility for ten samples
spaced through the section. The behaviours fell into two categories which I
refer to as types 1 and 2, illustrated in figure 5.15. Most of the samples (type
1) showed behaviour similar to the three whole-rock samples from the rock
magnetism study figure 3.7 (p. 48). For these samples, there was little or no
detectable alteration in susceptibility up to 400°C.The 400–500°C heating step
produced major (twofold or greater) irreversible increases in susceptibility,
indicating mineral alteration. The 500–600°C step created huge (two orders
of magnitude) increases in room-temperature susceptibility, indicating the cre-
ation of a ferromagnetic mineral. The altered samples showed strong Hopkin-
son peaks in the 500°C region just below 600°C, suggesting that the alteration
product was magnetite (possibly with a small degree of oxidation or cation
substitution). The complete lack of susceptibility above 600°C indicates that
the samples contained no haematite, nor any minerals which would alter to
haematite on heating to 700°C.

The type 2 samples begin to alter at a lower temperature, with susceptibility
increases from around 250°C, and undergo a complex series of alterations up
to 600°C, at which point susceptibility drops (as for the type 1 samples) to near
zero. It is tempting to interpret the susceptibility increase at 250°C and sub-
sequent peak at 300°C as evidence for pyrrhotite (Curie temperature 320°C),
in keeping with the irm results in section 5.4.3, but on closer examination
this conclusion is tenuous: the peak does not appear on the cooling curve, sug-
gesting that it is associated with the formation of a new mineral phase rather
than the Curie point of a mineral which was initially present. The peak does



Results 147

not appear on the next heating step; since Wehland et al. (2005) found that
pyrrhotite was stable up to 420°C, this is evidence against its presence. Addi-
tionally, if pyrrhotite is present it should be associated with a higher contribu-
tion from the magnetically harder component 2 in the irm data; however, site
i2 shows type-1 thermal susceptibility behaviour despite a 41% contribution
from coercivity component 2.

5.4.4 Summary of magnetic mineralogy

Overall, themagneticmineralogy of the samples is fairly consistent throughout
the section, showing the same characteristics as the samples studied in detail
in chapter 3. The coercivity spectra confirm the presence of magnetite, but
their cumulative log-Gaussian decomposition suggests that pyrrhotite is also
present. The thermal susceptibility curves confirm the presence of (possibly
slightly altered) magnetite, but do not show any evidence for pyrrhotite. Once
more I interpret the second component as a high-coercivity magnetite popula-
tion; while this does not fit the type curves of Symons and Cioppa (2000), the
H'cr values are mostly within the larger range (10–63mT) given by Peters and
Dekkers (2003). (The irm sample from site f7 has a second component with
H'cr = 74.1, but – given the weakness of the second component in this sample,
and the caveats of Heslop et al. (2002) concerning the accuracy of fits for over-
lapping components – it can probably be reconciled with the values of Peters
and Dekkers (2003).)

5.4.5 Thermal demagnetization

Figure 5.16 Histogram of nrms of Fairfield Quarry samples

Thesamples presented significant challenges for palaeomagnetic analysis.They
all had very weak nrm intensities, in the range 15–180 μA/m (mean 56 μA/m,
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standard deviation 28 μA/m). As figure 5.16 (p. 147) shows, the distribution
of nrms was uneven and strongly positively skewed. Only 12 of the samples
had nrms exceeding 100 μA/m, of which 9 are from the sites i3–i5 (heights
23.9–24.7m). The high nrms correlate with a decrease in glaucony, consist-
ent with the inverse correlation between glauconitic content and saturation
remanence found in chapter 3. However, glaucony cannot be the only control
on nrm, since samples from the non-glauconitic Quarries Siltstone Member
in the lower section do not show higher nrms than the glauconitic parts of the
section. Chapter 4 describes the techniques I used to increase the accuracy of
magnetic moment measurements.

As in the temperature-dependent susceptibility experiments, the samples
underwent thermal alteration at relatively low temperatures: usually alteration
happened in the 200–400°C range, in most cases at around 300°C. The temper-
atures are slightly lower than for the tdms studies on average, possibly because
of the argon atmosphere used in the latter. Alteration was indicated by sharp
increases in susceptibility, usually accompanied by major excursions in reman-
ence. Since alteration occurred long before demagnetization was complete, I
used the great circle remagnetization analysis technique described by McFad-
den and McElhinny (1988) to determine the characteristic remanences of the
samples. This method is introduced in section 2.2.2.2 (p. 26).

5.4.5.1 Demagnetization behaviours

General characteristics

During progressive thermal demagnetization,mineral alterationwas indicated
unambiguously by susceptibility increases, but in many cases the sample mag-
netizations began to vary randomly some tens of degrees before the suscept-
ibility spike. I attribute this variation to the onset of mineral alteration: given
the low magnetizations of all the samples, a very small amount of alteration
would be sufficient to disrupt the demagnetization curve. The Bartington loop
sensor used to monitor thermal alteration during demagnetization has a relat-
ively low sensitivity, and may thus be incapable of detecting the earlier stages
of alteration.

A few samples showed a sharp change in the direction of the demagnetiz-
ation path at the second or third point (50–75°C). I took this to be the effect
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of slight vrm imparted during sample collection or preparation, and excluded
the initial point or points from analysis where it occurred.

Due to the low initial remanences, all demagnetization paths showed a
significant amount of random noise. However, trends in the demagnetization
paths were still discernible in most cases.

Viscous overprinting

In most cases, initial demagnetization paths were directed strongly downward,
consistent with the erasure of a viscous overprint acquired during the cur-
rent normal chron. I tested this hypothesis by examining the directions of the
first demagnetization steps of all the samples; the mean direction was 352.8°
declination, −68.3° inclination (direction not adjusted for bedding, on the
assumption that the tilting occurred prior to the Brunhes–Matuyama reversal).
Although the data are very noisy, the direction of the site gad field (0° declina-
tion, −64° inclination) is well within the nonparametric bootstrap 95% confid-
ence interval of the pca directions (an ellipse with semi-axis lengths of 20.5°
and 17.8°). The direction confirms that this initial portion of the demagnetiza-
tion curve is due to a Brunhes normal viscous magnetization.

Types of demagnetization behaviour

I classified the demagnetization behaviours of the samples into one of four
types, which are detailed below.

Type sn: single component, not origin directed

Sn was the dominant behaviour type, shown by 60% (120 out of 201) of the
samples studied. The demagnetization path described a single straight line
in three-dimensional space, directed towards a point other than the origin. I
took this point to correspond to the primary depositional or post-depositional
remanence of the sample, which had not begun to demagnetize noticeably
by the time mineral alteration halted the study. The actual demagnetization
endpoints were not reached during demagnetization, but could be inferred by
great-circle path analysis when enough samples were available from a single
site. Figure 5.17 (p. 150) shows three examples of type sn behaviour.
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temp. dec. inc. int. m.s.
30 168.1 -76.4 4.40e-05 8.6e-05
60 168.6 -76.8 4.34e-05 4.3e-05
90 149.2 -73.8 3.37e-05 8.6e-05
120 149.6 -74.5 3.35e-05 1.3e-04
150 132.0 -52.7 2.25e-05 1.0e-04
180 119.0 -27.1 2.09e-05 1.0e-04
210 123.7 -26.1 2.09e-05 8.6e-05
240 118.1 -17.3 2.13e-05 1.1e-04
270 119.4 -9.8 2.37e-05 1.3e-04
300 136.5  26.8 1.60e-04 6.8e-03
330 155.7  21.4 1.97e-04 7.4e-03
360 92.2 -18.3 5.80e-05 6.5e-03

Sample: F0105.2

temp. dec. inc. int. m.s.
25 111.6 -72.8 9.79e-05 1.8e-04
50 137.3 -68.4 9.81e-05 1.9e-04
75 126.5 -67.1 8.64e-05 1.5e-04
100 116.8 -61.1 7.18e-05 1.5e-04
125 117.9 -51.0 5.80e-05 1.8e-04
150 109.6 -47.4 5.69e-05 1.7e-04
175 112.3 -48.3 5.47e-05 2.0e-04
200 103.4 -36.6 5.66e-05 1.7e-04
225 104.9 -34.4 4.76e-05 1.8e-04
250 100.8 -30.5 5.24e-05 1.7e-04
275 101.7 -29.1 5.03e-05 2.1e-04
300 207.5  88.5 3.54e-05 1.2e-03
325 110.7 -8.1 3.10e-04 3.3e-03

Sample: H0102.1

temp. dec. inc. int. m.s.
25 109.6 -48.9 1.48e-04 1.6e-04
50 111.6 -51.1 1.42e-04 1.7e-04
75 110.8 -50.4 1.38e-04 1.6e-04
100 109.1 -47.6 1.11e-04 2.0e-04
125 107.5 -47.7 1.09e-04 2.1e-04
150 106.4 -45.9 1.08e-04 1.9e-04
175 104.7 -40.4 8.32e-05 2.5e-04
200 100.5 -32.2 8.05e-05 1.9e-04
225 99.7 -34.3 7.97e-05 2.2e-04
250 102.8 -30.5 8.24e-05 1.9e-04
275 102.5 -28.3 7.97e-05 1.8e-04
300 99.3 -22.7 6.35e-05 2.4e-04
325 100.2 -21.4 7.18e-05 2.3e-04

Sample: I0514.2

Type SN

Figure 5.17 Type sn demagnetization behaviour, from sites f01, h01, and i05. Great-circle fits are shown on the
equal-area plots.
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temp. dec. inc. int. m.s.
25 307.6 -23.5 2.61e-05 3.1e-04
50 320.3 -5.6 1.66e-05 3.1e-04
75 294.5 -4.3 1.32e-05 3.2e-04
100 258.5  26.3 2.19e-05 3.1e-04
125 175.3  44.0 1.50e-05 3.9e-04
150 181.0  7.7 1.34e-05 3.3e-04
175 227.8  46.5 3.04e-05 3.0e-04
200 116.0  82.9 2.71e-05 3.1e-04
225 158.9 -33.2 3.51e-06 3.0e-04
250 209.1 -44.2 1.19e-05 3.0e-04
275 234.1  2.0 2.31e-05 3.0e-04
300 260.7 -5.1 2.21e-05 3.0e-04
325 306.1  7.6 1.97e-05 3.7e-04

Sample: K0412.1

temp. dec. inc. int. m.s.
25 94.1 -61.5 1.10e-04 1.7e-04
50 102.2 -59.3 1.08e-04 1.3e-04
75 98.5 -59.2 1.02e-04 1.4e-04
100 96.3 -59.4 8.97e-05 1.7e-04
125 92.6 -60.4 9.00e-05 1.9e-04
150 99.5 -59.6 8.68e-05 1.6e-04
175 101.8 -51.4 5.61e-05 1.7e-04
200 79.0 -49.5 5.50e-05 1.5e-04
225 76.4 -53.4 4.13e-05 1.7e-04
250 86.5 -49.4 4.43e-05 1.6e-04
275 70.8 -49.9 2.90e-05 1.8e-04
300 103.9 -45.5 3.09e-05 1.7e-04
325 71.6 -49.6 3.33e-05 2.0e-04

Sample: I0411.3

temp. dec. inc. int. m.s.
25 262.1 -7.6 8.48e-05 2.8e-04
50 263.7 -8.8 8.07e-05 2.7e-04
75 262.4 -7.2 7.76e-05 2.6e-04
100 266.2 -2.4 6.76e-05 2.6e-04
125 263.4  3.4 6.31e-05 2.9e-04
150 265.4  3.3 6.42e-05 2.8e-04
175 267.0  1.2 5.54e-05 3.0e-04
200 271.5  0.8 5.73e-05 3.1e-04
225 268.9  3.9 5.74e-05 3.0e-04
250 270.1  3.0 5.69e-05 3.0e-04
275 269.3  3.9 5.68e-05 2.8e-04
300 254.8 -4.2 2.11e-05 3.5e-04
325 254.1  21.9 2.47e-05 5.6e-04

Sample: J0716.1

Type SO

Type NT

Figure 5.18 Demagnetization behaviours: type so (top and centre) and type nt (bottom)
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temp. dec. inc. int. m.s.
50 253.5 -37.7 4.80e-05 1.1e-04
90 258.5 -24.8 3.70e-05 8.6e-05
120 279.0 -25.6 3.59e-05 8.6e-05
150 265.9 -5.8 3.26e-05 1.3e-04
180 270.5  4.0 3.09e-05 8.6e-05
210 278.0  8.4 3.31e-05 1.1e-04
240 286.7  27.6 2.58e-05 1.1e-04
270 27.6  65.3 2.57e-05 2.0e-04
300 23.7  38.3 2.69e-05 1.6e-04
330 19.9  42.9 1.84e-05 1.7e-04
360 35.7  41.6 3.11e-05 1.9e-04
390 55.3  53.5 1.43e-05 2.2e-04

Sample: D0104.2

temp. dec. inc. int. m.s.
30 266.8 -74.2 4.22e-05 7.5e-05
60 285.2 -68.2 4.07e-05 4.3e-05
90 272.6 -56.1 3.70e-05 7.5e-05
120 273.2 -39.3 3.30e-05 8.6e-05
150 278.2 -25.1 2.47e-05 9.7e-05
180 276.1 -14.4 2.04e-05 8.6e-05
210 280.5  1.8 1.94e-05 8.6e-05
240 294.7  10.9 2.29e-05 4.3e-05
270 284.6  35.7 2.19e-05 7.5e-05
300 293.1  35.1 2.22e-05 8.6e-05
330 288.0  35.2 2.58e-05 1.0e-04
360 315.1  74.9 3.54e-05 8.4e-04

Sample: E0412.2

temp. dec. inc. int. m.s.
25 141.6 -53.1 4.05e-05 3.8e-04
50 143.3 -50.0 3.99e-05 3.4e-04
75 158.8 -44.9 4.06e-05 3.3e-04
100 149.4 -35.9 3.86e-05 3.4e-04
125 149.0 -26.9 3.13e-05 3.3e-04
150 149.5 -16.9 3.42e-05 3.5e-04
175 138.0 -4.2 3.58e-05 3.2e-04
200 121.0 -20.5 3.87e-05 3.4e-04
225 116.4 -32.3 4.01e-05 3.0e-04
250 118.3 -29.5 3.09e-05 3.4e-04
275 154.6 -9.8 2.34e-05 3.2e-04
300 306.6  45.4 7.00e-05 1.2e-03
325 137.7  66.9 7.06e-05 1.2e-03

Sample: K0205.1

Type MC1

Type MC2

Figure 5.19 Type mc1 demagnetization behaviour (top and centre), and mc2 demagnetization behaviour (bottom).
Great-circle fits are shown; in the bottom figure, the great-circle fit is to the first component only.
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Type so: single component, origin directed

17% (34⁄201) of the samples fell into this category. These samples had demag-
netization paths trending approximately towards the origin. The direction of
the demagnetization trends did not correspond to the current geomagnetic
field at Fairfield, nor to any plausible ancient magnetic field direction from the
latest Cretaceous or early Palaeocene. I interpreted these directions as repres-
enting a secondary remanence, with the primary magnetization either entirely
absent due to lack ofmagnetic material, removed or replaced by chemical alter-
ation, or too weak to be detectable beneath the stronger secondary signal. No
palaeomagnetic direction could be determined from these samples. Figure 5.18
(p. 151) shows examples of this behaviour.

Type mc: two components

In 9% (19⁄201) of the samples, two demagnetization components were identifi-
able.The second component generally appeared at around 180–220°C and was
thus usually obscured by alteration after 3–4 heating steps. There was often
overlap between the two components, indicated by a demagnetization path
describing a continuous curve in three dimensions rather than two straight seg-
ments. For 3% of all samples (type mc1; 7 samples) the plane of the two demag-
netization components contained the origin, and the path of the normalized
demagnetization vectors thus followed a single great-circle segment despite the
two different directions. For 6% of all samples (type mc2, 12 samples), the two
components did not both occupy a plane through the origin, and the normal-
ized vector path thus contained two great-circle segments. The mc1 samples
were in most cases amenable to great-circle remagnetization analysis, since
the two vectors could effectively be treated as one. The mc2 samples presen-
ted greater difficulties: usually no great circle could be fitted, either because
the number of points representing the second component was insufficient for
reliable determination, or because of overlapping demagnetization spectra. Fig-
ure 5.19 (p. 152) shows examples of these behaviours.

Type nt: no discernible components

This type comprised 14% (28⁄201) of the samples. The magnetization of these
samples changed in a disordered manner: in some cases the demagnetization
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H1 K5

Figure 5.20 Illustrative great-circle intersections from Fairfield Quarry demagnetization data
at sites h1 and k5. The round dot shows the best-fitting site mean direction at each site. The
small circle around the dot does not show the α95 vaue determined by the algorithm (which
is 0.9° at h1 and 1.3° at k5), but the greatest perpendicular distance between a great-circle
demagnetization path and the site mean direction.

paths seemed almost random; in others there were faint suggestions of trends,
but insufficient collinear or coplanar points to pick directions with any degree
of confidence. Figure 5.18 (p. 151) shows an example of type nt behaviour.
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Figure 5.21 Formation mean direction for Fairfield Quarry section. Square points are site
means, circular point is formation mean, and dashed circle shows Fisherian 95% confidence
region.

5.4.5.2 Palaeomagnetic directions

None of the sample remanences in this study reached the origin during
demagnetization, due to the early onset of mineral alteration. I attempted a
great-circle fit to each sample’s demagnetization data, but in several cases the
data were so noisy that no interpretation was possible. I applied the McFadden
and McElhinny (1988) algorithm to any site where three or more great circles
were successfully determined. I then discarded any sites where the k value, as
determined by the algorithm, was below 10. After this winnowing, 31 usable
sites remained out of the 58 originally sampled.

Figure 5.20 shows two examples of site mean directions determined by the
intersection of great-circle paths. Table 5.5 gives the parameters for all 31 sites
for which a reliable fit was possible. All the inferred final directions for the
sites lay in the lower hemisphere, most of them in the south-eastern quadrant
with inclinations above 50°, indicating a reversed palaeofield and anticlockwise
tectonic rotation. Since none of the sites showed a normal polarity, a reversal
test cannot be performed.
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Dec. Inc. α₉₅ k

101.3 72.6 6.7 16.1

Table 5.4 Formation mean direction for Fairfield Quarry

I determined a mean vector and error ellipse for the directions using Fisher
(1953) statistics. The results are shown in figure 5.21 (p. 155) and table 5.4.
The inclination of 72.6°, with a 95% confidence interval of about 65–80°, is
an excellent fit with the palaeofield at New Zealand’s inferred location at the
end of the Cretaceous (see section 5.1.3). The declination of 101.3° implies a
tectonic rotation of around 70° since the time of deposition, somewhat greater
than the 45–60° suggested in section 5.1.3. However, the orientation of the east-
ern South Island prior to 45Ma is poorly constrained, and the 95% confidence
regionwould allow for a rotation as low as 55°. Since the sampled section spans
the K-Pg boundary which lies within the c29r chron, a reversed direction is to
be expected at least for the samples from the immediate region of the bound-
ary. Figure 5.22 (p. 158) shows this chron in the context of the surrounding
international and New Zealand stages and gpts.

5.5 Conclusions

5.5.1 Results of the study

Despite the lowmagnetizations andnoisy demagnetization data of the Fairfield
samples, magnetostratigraphy – in conjunction with the known position of the
K-Pg boundary within the section – was successful in constraining the entire
studied section within the narrow (65.118–65.861Ma) range of the c29r chron.
The previous bound for the bottom of the section, based on the range of M.
druggii, was around 69.5Ma. The previously known uppermost age, as determ-
ined by the range ofT. evittii, was around 63.5Ma, but this limit is poorly dated
(Hollis, 2003, p. 310).

The oriented drill samples, as well as providing the material for the mag-
netostratigraphy, allowedme to determine palaeocurrent flow and its variation
through the lower part of the section through measurements of ams.

Figure 5.23 (p. 161) shows a summary stratigraphy of the section, mark-
ing only the sites for which a reliable site mean direction could be obtained.
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Site H (cm) N T₁ (°C) T₂ (°C) Dec. Inc. α₉₅ k
k5 2870 4 25–75 150–250 134.0 53.1 24.9 51.5
k3 2822 3 25 175–325 80.8 68.1 23.5 799.9
k2 2792 4 25–50 150–225 70.1 73.3 58.2 10.3
k1 2768 4 25 150–275 113.6 74.3 15.8 125.6
j6 2690 3 25 175–200 105.3 44.3 36.4 248.8
j3 2580 3 25–75 200–325 218.1 65.9 149.7 35.9
i3 2390 3 25–75 225–275 320.9 66.6 86.8 70.7
h6 2300 4 25 150–250 310.4 75.7 30.9 33.7
h5 2270 4 25–50 175–275 112.8 63.8 31.1 33.3
h4 2240 4 25–50 150–250 85.4 86.3 47.3 15.0
h3 2200 3 25–50 275–325 324.0 75.6 72.2 96.0
h1 2100 4 25–75 200–275 70.7 69.8 17.4 104.4
f8 1757 4 25 150–250 33.8 75.8 27.8 41.3
d1 1721 4 50 270 33.1 75.5 33.9 28.2
f7 1718 4 25 175–225 101.1 57.9 10.5 286.5
f6 1664 3 25–50 175–200 184.3 86.5 2.9 51013.3
d3 1621 3 50 180–240 97.2 63.4 10.8 3768.5
f4 1557 4 30–120 180–270 212.9 84.0 30.5 34.6
d2 1511 4 50 180–240 105.7 50.4 30.3 34.9
f3 1505 4 30–90 180–270 192.9 81.9 5.3 1092.9
f2 1446 4 30–90 150–270 67.8 86.1 22.5 62.6
f1 1405 4 30–120 210–270 116.8 50.9 21.4 69.1
c4 984 3 50–120 270 80.3 49.6 110.8 66.5
e4 948 4 30 210–300 101.6 84.7 20.4 75.7
c3 940 4 50 270–330 93.9 57.3 24.4 53.6
e3 875 3 30 210–270 115.5 66.6 40.8 273.4
c2 870 4 50–120 240–300 121.3 46.4 29.2 37.6
e2 818 4 30 210–270 111.1 63.1 22.3 64.0
c1 790 4 50 210–240 103.1 64.5 5.6 1006.5
b3 731 4 50 210–270 109.5 48.1 28.8 10.1
b2 640 3 50 210–240 92.1 58.7 32.3 429.3

Table 5.5 Site demagnetization data. H is the height in the section. N is the number of great circles
used in the fit. T1 is the temperature of the lowest demagnetization step used for great-circle fitting; if
different temperatures were used for different samples within the site, the range is given. T2 is the highest
temperature (or range of temperatures) for great-circle fits. Dec and Inc are the declination and inclination
of the inferred magnetization component. α95 is the 95% confidence angle and k the estimated precision
parameter; see text for notes on their interpretation.
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Figure 5.22 Timescale showing the age of the Fairfield Quarry section as determined by
reversal magnetostratigraphy and (via correlation with the sedimentary log of McMillan, 1993)
by dinoflagellate biostratigraphy.
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The figure also shows the location of the K-Pg boundary as determined by
McMillan (1993). Sedimentation rates can be constrained by relating the mag-
netostratigraphy to the stratigraphic height. In the portion of the section above
the K-Pg boundary, 8m of sediment has been deposited in less than 382 kyr,
implying a minimum mean sedimentation rate of only 21mm/kyr; it is likely,
however, that two of the unconformities suggest periods of non-deposition or
erosion (see section 5.5.2) and that the actual depositional sedimentation rate
may thus have been somewhat higher. If (as discussed in section 5.5.2) the top
of the sampled section in fact corresponds to c28r rather than c29r, the estim-
ate for the minimum sedimentation rate is not greatly affected: the duration of
c28r (302 kyr) is similar to that of the Palaeogene portion of c29r.

Below the K-Pg boundary, a maximum of 361 kyr of time is represented
by 16m of sediment, giving a minimum sedimentation rate of 44mm/kyr.
Again, there is a discontinuity – between the Saddle Hill Silstone Member and
the Steele Greensand Member – which accounts for an unknown amount of
time and may imply a higher depositional rate. In interpreting the magneto-
stratigraphy, it is also necessary to consider the two gaps, from 10–14m and
18–21m, in the sampling sites for which directions were determined. Would it
be possible for one or both of these gaps to contain a normal chron, altering the
magnetostratigraphy? A comparison of the log in figure 5.23 with themagneto-
stratigraphy in figure 5.22 (p. 158) shows that this is implausible: the gapwould
have to contain at least the whole c30n chron, representing 1.835Ma; this
would require a sudden change to a sedimentation rate of under 2.2mm/kyr,
for which there is no evidence in the lithology. It is also unlikely that the unex-
posed sections mask additional unconformities, since McMillan (1993) repor-
ted none in the corresponding parts of his log.

Current directions were only determined for the lowermost 12m, due to
the inverse fabric of the upper section. Within the lower part, however, there
is a clear rotation of current direction as determined by principal axis orienta-
tion (from north-south to east-west in present-day tectonic orientation) and a
weakening of the current intensity (as determined by wider dispersion of dir-
ections).

The formation mean direction determined for the section agrees with the
rough constraints provided by the known tectonic history of the region (see
section 5.1.3), but the declination (102°with a 95% confidence interval of ±12°)
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implies a tectonic rotation, relative to the gad field, of at least 66°; this is at the
high end of the rotation extrapolated from the reconstructions of Sutherland
(1995).

5.5.2 Ambiguities of the magnetostratigraphic interpretation

The assignment of the entire section to the c29r chron is the simplest andmost
obvious interpretation of the palaeomagnetic data. In view of the unconform-
ities within the section, however, some caveats are necessary.

There are six unconformities in the uppermost 9m of the section. McMil-
lan (1993), however, considered that only two of these (the K-Pg boundary
at 21.2m, and the unconformity at 25m) constituted parasequence boundar-
ies. These unconformities correspond to the two earliest Teurian unconform-
ities (u/c5.2 and u/c5.3) discussed by McMillan and Wilson (1997) in their
allostratigraphy of coastal southern Otago. McMillan (1993) attributed the
other four unconformities to storm-induced emplacement, on the basis of sedi-
mentological evidence such as grit and gravel clasts and absence of correspond-
ing unconformities in nearby sections. These unconformities should therefore
not represent any significant amount of time.

The two significant unconformities, however,may encompass enough time
to affect the magnetostratigraphic interpretation. The dinoflagellate study of
Willumsen (2003) did not find that basal Paleocene C. cornuta Interval Sub-
zone at Fairfield Quarry, implying a missing time interval at the start of the
Palaeocene. It is thus possible that this hiatus contains the c29n chron, and that
the reversed magnetozone above the K-Pg unconformity in fact corresponds
to c28r rather than c29r. Correspondence with c27r or any younger chron is
unlikely, since this would conflict with the T. evitti age reported by McMillan
(1993) and confirmed by Willumsen (2003); for the same reason I consider it
unlikely that the unconformity at 25m conceals the c28n chron.

5.5.3 Possible further work

It is unfortunate that palaeocurrent determinations were only possible for the
lowermost 12m of the section, particularly since the K-Pg boundary is con-
tained within the upper part. It may be possible to recover a primary, depos-
itional fabric from the rock despite the dominance of the inverse fabric due to
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Figure 5.23 Section log showing only palaeomagnetic sites for which a valid site mean direction was determined.
All successfully determined site mean directions were reversed. Rightmost column shows maximum ams axis as
indicator of palaeocurrent. Note the K-Pg boundary at 21.2m
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siderite. Heating has been found to be capable of isolating different elements of
a composite fabric (e.g. Henry et al., 2003). Hirt andGehring (1991), investigat-
ing ironstone samples, succeeded in transforming a siderite-dominated inverse
fabric into a normal fabric by heating to 500°C. AMS data has also been com-
bined withmeasurements of the anisotropy of anhysteric remanent magnetiza-
tion (aarm) to separate ferromagnetic and paramagnetic fabrics (Borradaile et
al., 1999). Such studies require careful interpretation of the samplemineralogy,
but can be a powerful tool for separating composite fabrics (Urrutia-Fucugau-
chi, 2007).

I did not sample the uppermost 10m of the Fairfield Quarry section,
because it was impossible to find an exposure which was both accessible with
palaeomagnetic drilling equipment and amenable to correlation with the rest
of the section. With the use of ropes, however, it may be possible to extend
sampling to the top of the section, and perhaps to locate the start of the c29n
chron. Sampling past the chron boundary would improve the accuracy of the
dating and allow the use of a palaeomagnetic reversal test as a further check on
the fidelity of the formation mean directions. It may also allow the extension
of the palaeocurrent record further into the Palaeocene, if the inverse fabric
problem can be resolved.

It may also be possible to extend sampling downward. The Taratu Form-
ation exposure on the south-east face of the quarry – showing about 12m
of exposure in a 1980 photograph in McKellar (1990) – is now submerged
beneath a tailings pond. However, further sampling may be possible on the
west side of the quarry where the bedding dip elevates the Taratu Formation
to a more accessible height, though it is not certain that the coarse-grained
lithology would be suitable for palaeomagnetic study.



6 Mid-Waipara River Section

Before starting again for a longer journey into the Southern Alps, I wished to
examine the interesting region of the Middle Waipara… . In the geological por-
tion of this Report some details will be found on this district, of which it can
truly be said that it offers us the key to unravel the relations in which our young
secondary and old tertiary beds stand to each other.

– Julius von Haast, Geology of the Provinces of Canterbury and Westland,
New Zealand (Haast, 1879)

6.1 Introduction

This chapter presents a palaeomagnetic analysis of Palaeocene sediments
exposed as part of the of the Cretaceous-Cenozoic mid-Waipara river section.
Within this section, I took samples froma 56m, Palaeocene section of the lower
WaiparaGreensand, and analysed them formagnetostratigraphy and rockmag-
netic properties. Figure 6.1 (p. 165) shows the sampling area. The goal was
to integrate the palaeomagnetic samples with an integrated biostratigraphic
analysis from the same sites to improve the age resolution for palaeoclimatic
interpretations of the section. My rock-magnetic analysis included the meas-
urement of anisotropy of magnetic susceptibility to provide an indication of
the palaeocurrent at time of deposition.

6.1.1 Background

The Waipara River region is situated on the eastern South Island of New Zeal-
and north of Christchurch, to the east of the Doctors Range and Mount Grey
area. The area has been the subject of geological interest for well over a cen-
tury, beginning with the brief description of the Kowai River outcrops by For-
bes (1855). Investigation of the mid-Waipara River itself followed swiftly, and
T. H. Cockburn Hood discovered plesiosaur bones there in 1859 (Owen, 1861;
Hood, 1870). Much work in the region followed in the 1860s and 1870s, with
Haast (1871) producing the first map. A few decades later, Thomson (1920)
was able to catalogue 35 publications on the area and allude to ‘many other vis-
its by those who have not published their observations’. The first detailed gen-
eral map and description of the region was produced by Wilson (1963), who
also provided a thorough review of previous publications. Subsequent work
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on themid-Waipara River section has sought to constrain, biostratigraphically
and geochemically, the position of the Cretaceous-Palaeogene boundary (e.g.
Strong, 1984; Brooks et al., 1986), now placed with certainty at the base of a
glauconitic sandstone at the top of the Conway Formation (Hollis and Strong,
2003). The section has played an important role in palaeoclimatic investiga-
tions of the latest Cretaceous and early Palaeogene in the New Zealand region
(e.g. Vajda and Raine, 2003; Hollis et al., 2009). Scientists from the Institute
of Geological and Nuclear Sciences (gns) undertook thorough palaeontolo-
gical and biostratigraphic sampling of the mid-Waipara River in early 2003,
helping to resolve earlier stratigraphic ambiguities and gaps. The collections
were detailed by Morgans et al. (2005), who also gave a brief review of previ-
ous micropalaeontological and palynological work on the section. The section
described in this chapter forms one part of the section described by Morgans
et al. (2005).

6.1.2 Location

The field area is shown in figure 6.1 (p. 165). The sampling sites are spaced
along the true right bank of the Waipara River’s middle branch, in the region
of 43° 03' 30" S, 172° 35' 35" E. The sampling area corresponds to column 2
(west side of horseshoe bend) in the sampling scheme of Morgans et al. (2005),
and the sampling locations were tied geographically and stratigraphically to
the collections described in that report.

6.1.3 Stratigraphy

Almost all the mid-Waipara River outcrops are part of the Haumurian-
Whaingaroan (late Cretaceous to Oligocene) Eyre Group (Field et al., 1989),
the exception being the Amuri Limestone at the top. The section sampled in
this investigation comprises the lowermost 25m of the Waipara Greensand,
within theMtEllenMember, starting approximately 50m (stratigraphic) above
the Cretaceous-Palaeogene boundary. Two sites (d11 and d12) are somewhat
higher stratigraphically, around 50–60m from the bottom of the Waipara
Greensand.



Fieldwork 165

Figure 6.1 Map of the mid-Waipara River field area. The lower map magnifies the marked area on the upper map.
The markers HA–HE correspond to the sections A–E described by Hollis and Strong (2003). The K-Pg boundary is
exposed at section HA. Sample suites C and D, discussed in this chapter, were both obtained at section HC. Map
datum: New Zealand Geodetic Datum 2000. Projection: New Zealand Transverse Mercator 2000. Topographic data
are from linz Topo50 map bv24 (Waipara), edition 1.0 (2009). Crown copyright reserved.
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6.2 Fieldwork

I made two visits to the section to collect oriented palaeomagnetic cores, in
January 2008 (suite c, 10 sites, 38 cores) and January 2010 (suite d, 11 sites,
44 cores). (12 sites were actually drilled for suite d, but no oriented core was
recovered from the first; the 11 sites used in this study are thus numbered
d2–d12.) Samples were drilled with electric or petrol hand drills, most often at
or near to the waterline at the time of sampling. Sampling site locations were
logged with a handheld gps unit, and on a stratigraphic column produced by
Hugh Morgans of gns. Full details of field equipment are given in Appendix C.
At the time of the 2010 sample collection, the river stage and flow were approx-
imately 0.35m and 0.2m³/s respectively, as reported by the Environment Can-
terbury monitoring station at Waipara White Gorge, about 2 km downstream
of the section.

Figure 6.2 (p. 167) shows a stratigraphic log (after Morgans et al., 2005)
of the sampled section, annotated with the positions of the palaeomagnetic
sampling sites.

6.3 Laboratory work

I processed the samples at the oprf; full details of equipment used are given in
Appendix C.

6.3.1 Sample preparation

Manyof the cores in suite c consisted of very friable, poorly lithified glauconitic
sand; some were entirely disaggregated either by transport to the laboratory or
by attempts to cut them into 22mm samples. I used large amounts of adhesive
(Aremco Ceramabond 571-l) to stabilize many of the surviving samples. The
samples carried a very weak magnetization (usually around 50 μA/m) and the
adhesive turned out to have sufficient magnetic remanence to contaminate its
measurement. In the end, six of the ten sampled sites – almost all from concre-
tionary horizons – yielded enough cohering, non-contaminated samples for
palaeomagnetic measurement. All the samples from suite d were drilled from
concretionary horizons and thus did not suffer the same problems: all eleven
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Figure 6.2 Stratigraphic log for the mid-Waipara River section, showing heights of
palaeomagnetic sampling sites. Lithology and section heights are taken from figure 5
in appendix 1 of Morgans et al. (2005). The ‘Pmag’ column shows the heights of the
palaeomagnetic drill sample sites, and the ‘Survey’ column marks the survey points
defined by Morgans et al. (2005).
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sites from suite d were used in the palaeomagnetic study. In total, the two sets
of cores yielded around 170 samples.

6.3.2 Isothermal remanent magnetization

I conducted an irm study to determine the remanent coercivity spectra of
eight representative samples taken from sites throughout the studied section. I
imparted remanences using a pulse magnetizer in 32 steps to a maximum field
of 1 T. I then applied a series of increasing fields in the opposite direction, pro-
gressively erasing the previously imparted irm, until the magnetization of the
sample reversed in polarity. This procedure allowed me to determine the bulk
remanent coercivity directly.

6.3.3 Magnetic susceptibility

For 150 oriented samples taken from both suite c and suite d, I measured the
bulk magnetic susceptibility and the anisotropy of magnetic susceptibility in
a kappabridge. I also measured the temperature dependence of magnetic sus-
ceptibility for nine powder samples taken from sites throughout the section
(c01, d02–d09). I subjected each sample to seven cycles of heating followed by
cooling to room temperatures, with peak temperatures of 100–700°C, increas-
ing in 100°C steps. This procedure allowed me to check for room-temperature
susceptibility changes indicating heating-induced mineral alteration. Samples
were heated in an argon atmosphere and susceptibility measured in a 716A/m
field.

6.3.4 Stepwise demagnetization

I conducted a pilot study using af demagnetization; this did not prove an
effective technique (further details are given in section 6.4.3). I therefore used
thermal demagnetization for the main study, in 25°C intervals from room tem-
perature to 600°C. The demagnetization study used 80 oriented samples, com-
prising 4-5 samples from each of 17 sites.
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6.4 Results

In this section I present the rockmagnetic, palaeomagnetic, andmagnetostrati-
graphic results of the Mid-Waipara River study. Data files for all the magnetic
analyses are included on the data cd-rom (appendix D).

6.4.1 Isothermal remanent magnetization

Figure 6.3 (p. 171) shows irm acquisition and dc demagnetization curves for
all eight samples in the irm study. The samples are magnetically soft, reach-
ing over 90% of saturation remanence by 0.2 T, which indicates a probable
magnetite mineralogy and a definite absence of haematite or goethite (Peters
and Dekkers, 2003, table 1). Table 6.1 (p. 170) shows the saturation magnetiza-
tion, coercivity of remanence, and remanent acquisition coercive force for the
samples.The saturationmagnetization is very low – around 20mA/m formost
of the samples. I assume that the magnetization is carried by magnetite with
a grain size in the range 0.02–10 μm, which encompasses the full size range
of ssd and psd behaviours (Maher, 2007, p. 253); then the volume-normalized
saturation of themagnetitemust be at least 21 kA/m (Peters andDekkers, 2003,
fig. 2b), implying a volume magnetite concentration below about one part per
million. The magnetization is even lower than that of the glauconitic separ-
ates in the rock magnetism study of chapter 3 (figure 3.11, p. 52). All these
samples are highly glauconitic, suggesting that here too the remanence carri-
ers are diluted by the purely paramagnetic glaucony grains.

I analysed the coercivity spectra by using the Irmunmix program ofHeslop
et al. (2002) to express them as a sum of cumulative log-Gaussian functions
(the technique is fully explained in section 3.4.2 on page 54). As with the
samples from Fairfield Quarry, all the samples are well fitted with a superposi-
tion of two low-coercivity functions; figure 6.4 (p. 172) shows the fits graphic-
ally, and table 6.1 gives the parameters of the curves.

Each sample consists of the same two components, as shown by the similar
positions and widths of the two peaks in each plot.The proportions of the com-
ponents vary, but with the exception of the sample from site c01, each always
accounts for at least 40% of the total magnetization. Component 1 shows lower
B½ and DP values, corresponding to both a lower coercivity and a lower range
of coercivities; component 2 has a higher coercivity and a greater range, giving
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Sample sirm Hcr H'cr — Component 1 — — Component 2 —

mA/m mT mT Mri B½ DP Mri B½ DP

c01 50.5 34.3 41.6 0.77 1.58 0.30 0.23 1.85 0.48

d02 23.7 45.8 52.1 0.42 1.64 0.26 0.58 1.82 0.46

d02 23.7 45.8 52.1 0.42 1.64 0.26 0.58 1.82 0.46

d03 19.7 42.3 48.7 0.59 1.62 0.27 0.41 1.84 0.46

d05 20.9 44.5 50.7 0.40 1.63 0.25 0.60 1.80 0.44

d07 22.7 45.3 51.2 0.59 1.60 0.29 0.41 1.96 0.42

d09 17.4 46.6 54.0 0.57 1.61 0.30 0.43 1.98 0.41

d11 19.7 44.4 50.6 0.52 1.63 0.26 0.48 1.85 0.45

d12 23.0 45.6 51.3 0.55 1.66 0.25 0.45 1.81 0.45

Table 6.1 Irm parameters for Waipara River samples. Sirm is saturation magnetization; Hcr is
coercivity of remanence; H'cr is the remanent acquisition coercive force. See section 3.4.2, page 54
for details of component parameters.

a broader peak at a position further along the x axis. The separation between
the two peaks is small compared to their widths, giving a large amount of over-
lap between them.

As in the study of chapter 3, the most obvious identifications are magnetite
for the softer component and pyrrhotite for the harder. However, the small sep-
aration of the peaks, and the lack of other evidence for pyrrhotite found in the
studies of chapter 3, leadme to believe that magnetite is also a plausible candid-
ate for component 2, or that the two-component fit is in fact merely an artefact
of the modelling technique and does not accurately reflect the mineralogy. Fig-
ure 6.4 also shows a single-component log-Gaussianmodel; although it gives a
slightly poorer fit than the two-component model, it may be a better reflection
of the mineralogy.

6.4.2 Magnetic susceptibility

The samples had a mean susceptibility of 3.55×10−⁴ (SI) (standard deviation
5.64×10−⁵ SI). To investigate the relationship of susceptibility with the reman-
ence carriers, I assume that the remanence is carried by magnetite with a grain
size in the range 0.01–10 μm; within this range the maximum recorded sus-
ceptibility of magnetite is around 6 SI units (Peters and Dekkers, 2003, fig. 2a;
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Figure 6.3 Irm acquisition and dc demagnetization curves for Waipara samples, shown respectively on the right
and left parts of the graphs. Irm acquisition continued up to 1 T, but the x axis is truncated at 500mT since minimal
remanence is acquired beyond this point. Note the differing scales on the left and right portions of the x axes.
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Figure 6.4 Irm acquisition gradient curves for Waipara River samples, fitted to the sum of two log-Gaussian
functions. The circular points show the gradient of the experimentally determined irm acquisition curve. The
superimposed shaded curves are modelled log-Gaussian functions, and the black line is the sum of these two
components. The dashed line shows the best fitting single Guassian curve.
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Hunt et al., 1995, table 1). Multiplying this by themagnetite concentration of 1
p.p.m. estimated in section 6.4.1 gives a volume susceptibility below 6×10−⁶ SI,
so (given these assumptions) the susceptibility is not due to the remanence car-
rying component.The samples all contained over 50% glaucony, which is likely
to be largely responsible for the susceptibility value: the measured susceptibil-
ities are consistent with the range of 2.7–4.3×10−⁴ SI for pure glaucony given
by Bentor and Kastner (1965).

6.4.2.1 Anisotropy of magnetic susceptibility

The anisotropy of susceptibility was, in general, very low, in some cases below
the noise level of the kappabridge. Jelínek (1996) described a statistical test (the
F-test) to distinguish genuinely anisotropic samples from apparent anisotropy
resulting from machine noise. I excluded all samples with an F value below
3.9715, corresponding to a 95% confidence level that the sample is anisotropic;
88 of the 150 samples passed the test. These samples had a mean corrected
susceptibility factor P' of 1.002 (standard deviation 0.002). The shape factor T
varied widely, with a mean of −0.019 and standard deviation of 0.411.The only
clear trend in anisotropy parameters appeared at site c04, which had a strongly
prolate fabric and significantly higher overall anisotropy. This site was the only
one in the study not drilled from a concretion, suggesting that the fabric of
the other samples is to some extent controlled by the concretionary material.
Figure 6.5 plots P' against T for all 88 samples.

Despite the low anisotropy, the significantly anisotropic (F > 3.9715)
samples from suite d show clear trends in orientation related to sedimentary
bedding (the suite c samples appear more or less randomly distributed, pos-
sibly due to contamination by the adhesive used). The samples from the lower
sites d02–d06 have a major axis in the horizontal plane aligned approximately
ne/sw. The intermediate and minor axes are smeared towards a girdle distribu-
tion, but with the minor axis clustering towards the vertical and the intermedi-
ate axis towards the horizontal. This orientation distribution is consistent with
a primary sedimentary fabric deposited in the presence of a ne/sw current (cf.
e.g. Ellwood, 1980). The upper part of the section, comprising sites d07–d12,
shows a more vaguely defined fabric with an approximately horizontal girdle
distribution for the major and intermediate axes, and a near-vertical direction
for the minor axis.
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Figure 6.5 P'–T plot of anisotropy parameters for Waipara River samples. Samples from site c04 are shown as
squares, all others as circles.

D02-D06 D07-D12

Figure 6.6 Principal axes of ams data for all sites in suite d, divided into upper and lower subsets. Data are shown
on equal-area projections. Squares denote the major axis, triangles the intermediate, and circles the minor. Mean
directions are shown by large symbols. 95% confidence ellipses were calculated based on a parametric bootstrap
calculation. Mean directions and confidence ellipses for the intermediate and major axes are not shown on the
plots for sites d07–d12, as the confidence intervals are very large.

Figure 6.6 (p. 174) shows the distribution of ams principal axes for the
upper and lower parts of the section, with confidence ellipses determined by
a parametric bootstrap algorithm. Table 6.2 (p. 175) gives the statistical para-
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Set N Axis D I η Dη Iη ζ Dζ Iζ

d02–d06 27

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

Max. 239.1 2.9 21.8 145.2 35.1 33.8 341.6 53.8

Int. 329.9 15.4 17.6 60.2 0.4 47.7 151.3 68.0

Min. 138.6 74.4 9.5 239.4 3.1 33.3 330.2 15.1

d07–d12 29

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

Max. 323.3 19.9 125.6 217.4 6.1 44.2 115.7 62.2

Int. 230.0 8.9 243.5 8.9 15.6 134.4 115.2 45.2

Min. 117.2 68.1 33.9 2.1 8.3 37.7 269.4 18.2

Table 6.2 Statistical parameters for ams data

meters for the fits.

6.4.2.2 Temperature dependence of magnetic susceptibility
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Figure 6.7 Temperature-susceptibility curves for two of the nine samples studied; note the different y-axis scales.
Solid lines show heating curves, and dashed lines show cooling curves. d03 had the weakest susceptibility among
the studied samples; its uneven susceptibility curves are due to susceptibilities close to the noise level of the
kappabridge. Both samples show a sharp decline just below 600°C (magnetite) and d03 shows a Hopkinson peak
at around 320°C after heating to 600°C (pyrrhotite produced by thermal alteration).

Most of the samples showed gently declining susceptibility, consistent with
paramagnetic behaviour, up to 400°C, followed by significant irreversible sus-
ceptibility increases in the 400–700°C range, indicating heating-induced alter-
ation. All the samples showed sharp drops to near-zero susceptibility around
600°C, often preceded by a visible Hopkinson peak. This behaviour was prob-
ably due to magnetite: although the magnetite contribution to room-temper-
ature susceptibility is negligible, the susceptibility increase at the Hopkinson
peak is sufficient to make it visible. (The slight variation of the observed sus-
ceptibility drops from magnetite’s Curie temperature of 580°C can be accoun-
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ted for by small degrees of oxidation and/or cation substitution). After the final
heating step the susceptibilities of all samples (except the sample from site d03)
had increased by a factor of 2–10. In general, both the increase in room-tem-
perature susceptibility and the strength of the Hopkinson peaks was far less
than than observed in the Fairfield samples (see figure 5.15 (p. 146), although
the general pattern of behaviour was similar.

Due to the evidence of mineral alteration below the Curie point of mag-
netite, it is not certain that all the magnetite indicated by the Hopkinson peaks
was present in the original samples. However, since the coercivity spectra also
indicate magnetite, and since no Curie points are evident below that of mag-
netite, it is reasonable to conclude that not all the magnetite was an alteration
product.

Apart from showing the presence of magnetite, the temperature-suscept-
ibility curves are important in ruling out the presence of pyrrhotite, which if
present would show a Hopkinson peak at its Curie point of 320°C. Five of the
samples (from sites c01, d03, d04, d06, and d07) do in fact show pyrrhotite as
an alteration product, appearing on the cooling curve of the 600°C step, and
disappearing (probably due to alteration to magnetite) at the 700°C step. The
clear visibility of the heating-derived pyrrhotite in the temperature-susceptib-
ility curve gives confidence that any pyrrhotite present in the original sample
would have been evident in the 400°C heating step.

The only sample to show alteration below the 500°C step was d08, which
showed an irreversible doubling of susceptibility at around 260°C; further alter-
ation occurred in the 500–600°C interval, and a susceptibility drop just below
600°C indicated that the alteration product was magnetite. This behaviour
could be due to the decomposition of a non-magnetic mineral into magnetite,
but it is also consistent with the behaviour reported for greigite by Roberts
(1995); I will discuss the possible presence of greigite further in section 6.4.3.

Figure 6.7 (p. 175) shows results from two of the studied samples. In sample
d03, the Curie point of magnetite is visible as a sharp drop with no clear peak
preceding it. This curve shape is due to the superposition of the Hopkinson
peak on the hyperbolically decreasing curve of the paramagnetic component.
Evidently, in the 300–500°C region, the paramagnetic decrease and ferrimag-
netic increase are of similar magnitude, giving a nearly horizontal susceptibil-
ity curve. In the sub-300°C portion of the curve, before the Hopkinson effect
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Figure 6.8 Histogram of initial remanences of Waipara samples

becomes significant, the paramagnetic decline can be discerned despite the
high noise levels.

6.4.3 Stepwise demagnetization

The samples in the thermal demagnetization study had a mean nrm intensity
of 59.5 μA/m, with a standard deviation of 78.5 μA/m. However, these para-
meters were skewed by seven outliers with much higher remanences than the
majority of the samples; figure 6.8 shows the distribution of nrm intensities as
a histogram. There is no discernible trend to the distribution of these higher
remanences, which are more or less evenly spaced throughout the section. As
with Fairfield Quarry samples of chapter 5, the more weakly magnetized of
these samples approach the sensitivity limits of the oprf magnetometer.

6.4.3.1 Af demagnetization

Despite the generally poor results of af demagnetization on New Zealand
sediments (see section 2.1.1.1), I performed a brief af pilot demagnetization
study on seven samples from set c. As for the Fairfield material, af treatment
appeared to have a randomizing rather than a demagnetizing effect on theweak
remanences of the samples.

I considered the possibility that the noisy character of the af demagnetiza-
tion data might be due to a gyroremanent component in the mineralogy of the
samples; the thermal susceptibility data from site d08 suggested the presence
of greigite, which has been found to exhibit gyromagnetic behaviour (Hu et al.,
1998). Since gyromagnetic remanence is imparted perpendicular to the axis of
demagnetization (Dankers and Zijderveld, 1981), it should be easy to detect by
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Figure 6.9 Test for grm in mid-Waipara River samples. Af fields were applied sequentially in the directions labelled
along the x axis. If grm were being imparted, it would be expected that a field applied in, say, the x axis would
erase most of the magnetization in that axis while imparting a magnetization in one or both of the orthogonal
axes. No such behaviour is visible here.

applying af demagnetization successively along three orthogonal axes. Each
axis should then show a decline in remanence after demagnetization in that
axis, and increases after demagnetization in the other axes.

I conducted a study on six samples from suite c, applying a sequence of nine
uniaxial demagnetizations, cycling the af field direction between three ortho-
gonal axes. I used a field of 100mT, since gyromagnetism has been found to be
more pronounced at higher field strengths (Dankers and Zijderveld, 1981).

The results of this experiment (of which figure 6.9 gives an example)
showed no clear evidence for grm: the magnetization intensities along each
axis appeared to fluctuate more or less at random in the range of 1–5×
10−⁵ A/m. This lack of grm argues against the presence of palaeomagnetically
significant amounts of greigite in the samples.

6.4.3.2 Thermal demagnetization behaviour

I continued demagnetization up to 575°C, since no order-of-magnitude
increases in magnetic susceptibility occurred during heating. However, exam-
ination of the demagnetization data revealed that significant mineral altera-
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tion generally commenced at around 300°C, producing a two- or threefold sus-
ceptibility increase usually occurring over several heating steps. In most cases,
this was followed by a decline in susceptibility from around 500°C; the most
obvious interpretation is an intermediate thermal alteration product which
underwent further alteration to a less susceptible phase – probably haematite,
which has a high thermal stability and a lower magnetic susceptibility than
many magnetic minerals. This behaviour differs from the thermomagnetic
data obtained from the kappabridge, where alteration did not commence until
400°C and room-temperature susceptibility increased rather than falling in the
500–600°C heating step. The discrepancy can be explained by the argon atmo-
sphere used in the kappabridge experiments, which would restrict oxidation.
Thepalaeomagnetic samples acquired a reddish colour by the final heating step,
whereas the kappabridge samples were dark grey after heating to 700°C, lend-
ing support to the haematite hypothesis.

There was evidence for alteration in the remanence data as well as the sus-
ceptibility data: beyond about 300°C (and sometimes at lower temperatures),
the magnetization path generally became chaotic, with large jumps in random
directions and no discernible trend.

Despite the fact that the samples had similar nrm intensities to those from
Fairfield Quarry, the demagnetization paths were noticeably noisier in the
Waipara samples.The fluctuations in the demagnetization trends can therefore
not be entirely attributed to measurement noise: they are at least partly caused
by a degree of random variation in the actual sample magnetizations.

6.4.3.3 Types of demagnetization behaviour

I classified the demagnetization behaviours of the 80 samples into four types.

Type sn: single component, not origin directed

Sn was the most common behaviour type, shown by 57% (46⁄80) of the samples.
The sequence of demagnetization vectors proceeded along a single (albeit often
noisy) line in three-dimensional space; in no case did the magnetization path
reach or point directly towards the origin. I interpreted the path as represent-
ing the progressive demagnetization of a secondary remanence component,
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temp. dec. inc. int. m.s.
25 139.2 -58.0 7.03e-05 2.6e-04
50 144.8 -54.1 6.76e-05 3.0e-04
75 149.4 -57.6 7.31e-05 3.0e-04
100 149.5 -57.2 7.46e-05 2.6e-04
125 158.2 -43.7 6.15e-05 3.0e-04
150 154.0 -52.3 6.78e-05 3.4e-04
175 162.2 -44.0 5.65e-05 2.6e-04
200 151.9 -40.3 6.21e-05 2.6e-04
225 159.0 -32.9 4.53e-05 2.6e-04
250 341.8 -81.6 3.26e-05 2.3e-04
275 275.1 -27.9 3.26e-05 2.2e-04
300 275.3 -35.0 2.96e-05 2.5e-04
325 242.4 -45.3 1.63e-05 2.2e-04

Sample: C0830.2

temp. dec. inc. int. m.s.
25 150.7 -69.6 3.40e-05 3.9e-04
50 152.9 -64.6 3.16e-05 3.4e-04
75 151.6 -65.7 3.03e-05 3.6e-04
100 145.3 -56.1 2.71e-05 3.6e-04
125 144.1 -60.2 2.49e-05 3.6e-04
150 158.1 -43.4 2.30e-05 4.1e-04
175 156.5 -39.1 2.33e-05 3.6e-04
200 149.7 -23.6 3.22e-05 3.0e-04
225 208.8 -57.6 1.47e-05 3.0e-04
250 109.4  1.9 1.44e-05 3.4e-04
275 100.4 -2.9 1.06e-05 3.4e-04
300 116.1 -39.7 1.09e-05 3.9e-04
325 183.8  60.8 4.82e-05 1.0e-03

Sample: D1242.2

temp. dec. inc. int. m.s.
25 50.7 -72.1 4.11e-05 5.2e-04
50 34.7 -72.8 4.54e-05 4.8e-04
75 12.4 -61.0 3.59e-05 4.4e-04
100 2.8 -68.7 4.42e-05 4.7e-04
125 27.2 -53.2 4.82e-05 4.4e-04
150 356.9 -47.0 4.73e-05 5.2e-04
175 87.7 -62.8 2.69e-05 4.4e-04
200 11.3 -46.2 4.90e-05 4.4e-04
225 13.3 -35.5 5.47e-05 3.9e-04
250 1.2 -23.5 5.28e-05 3.9e-04
275 356.4 -21.7 5.29e-05 3.9e-04
300 9.6 -35.8 5.51e-05 3.8e-04
325 348.2 -34.2 5.02e-05 4.7e-04

Sample: C0101.2

Type SN1

Type SN2

Figure 6.10 Demagnetization behaviours: type sn. Top and centre figures show type sn1 (distinct single compon-
ent); bottom figure shows type sn2 (indistinct single component). Best-fit great circles are shown on the equal-
area plots.
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temp. dec. inc. int. m.s.
25 60.8 -14.3 3.72e-05 3.9e-04
50 32.6  6.2 4.23e-05 3.5e-04
75 62.5 -19.6 5.14e-05 3.5e-04
100 37.0 -41.1 1.98e-05 3.5e-04
125 80.1 -0.0 2.60e-05 3.9e-04
150 74.3  0.9 2.68e-05 3.0e-04
175 77.1 -14.7 2.27e-05 3.5e-04
200 76.1 -26.9 2.84e-05 3.4e-04
225 108.8 -22.9 2.54e-05 3.0e-04
250 105.0  22.4 8.40e-06 2.6e-04
275 94.2  35.7 1.19e-05 3.0e-04
300 36.1  13.4 9.42e-06 3.0e-04
325 109.7 -24.9 3.52e-05 5.6e-04

Sample: D0620.1

temp. dec. inc. int. m.s.
25 251.0 -38.4 9.11e-06 3.1e-04
50 245.2 -21.4 9.15e-06 3.1e-04
75 254.9 -16.4 7.68e-06 3.9e-04
100 234.5  0.2 7.93e-06 3.1e-04
125 229.8  29.8 1.42e-05 3.6e-04
150 233.5  37.2 1.15e-05 3.2e-04
175 242.6  51.8 1.07e-05 3.1e-04
200 213.5  57.7 1.19e-05 2.7e-04
225 0.5 -37.2 1.35e-05 2.6e-04
250 41.1 -10.9 1.53e-05 3.0e-04
275 164.8 -28.3 2.16e-05 2.7e-04
300 52.0 -21.4 3.10e-05 3.1e-04
325 100.4 -28.0 8.94e-05 6.5e-04

Sample: D0828.1

temp. dec. inc. int. m.s.
25 133.7 -0.0 3.01e-05 3.1e-04
50 135.3  0.8 3.04e-05 3.6e-04
75 136.1 -1.9 3.23e-05 3.0e-04
100 140.9  2.4 3.20e-05 2.7e-04
125 145.3  3.4 3.58e-05 3.0e-04
150 148.1 -8.3 3.74e-05 2.7e-04
175 147.6 -7.5 3.31e-05 2.7e-04
200 147.5 -14.4 2.86e-05 2.7e-04
225 120.0 -54.4 2.55e-05 2.6e-04
250 144.2 -51.7 2.06e-05 2.7e-04
275 354.1 -61.4 2.23e-05 2.6e-04
300 1.9 -36.1 1.40e-05 2.6e-04
325 169.4 -79.9 3.14e-05 3.9e-04

Sample: D0515.2

Type NT

Type MC

Figure 6.11 Demagnetization behaviours: types mc and nt. Top: type mc, two components in a plane not through
the origin, no great-circle fit attempted. Centre: type mc, two components in a plane through the origin, great
circle fitted. Bottom: type nt, no discernible trend, no fit attempted.



182 Mid-Waipara River Section

Great-circle fit to
sample data

Great-circle intersection
for 5 samples at site D08

demag. dec. inc. int. m.s.
25 251.0 -38.4 9.11e-06 3.1e-04
50 245.2 -21.4 9.15e-06 3.1e-04
75 254.9 -16.4 7.68e-06 3.9e-04
100 234.5  0.2 7.93e-06 3.1e-04
125 229.8  29.8 1.42e-05 3.6e-04
150 233.5  37.2 1.15e-05 3.2e-04
175 242.6  51.8 1.07e-05 3.1e-04
200 213.5  57.7 1.19e-05 2.7e-04
225 0.5 -37.2 1.35e-05 2.6e-04
250 41.1 -10.9 1.53e-05 3.0e-04
275 164.8 -28.3 2.16e-05 2.7e-04
300 52.0 -21.4 3.10e-05 3.1e-04
325 100.4 -28.0 8.94e-05 6.5e-04
351 79.5 -30.4 9.08e-05 6.9e-04
375 81.5  3.9 7.23e-05 7.3e-04
400 92.8 -6.3 8.73e-05 6.9e-04
425 127.6  10.0 8.33e-05 7.4e-04
450 70.4 -18.2 6.90e-05 6.6e-04
475 134.1 -52.2 5.83e-05 6.5e-04
500 91.8 -4.2 4.67e-05 4.4e-04
525 29.9 -44.0 4.07e-05 3.9e-04
550 96.6  0.2 5.11e-05 3.1e-04
575 122.2  24.3 2.60e-05 3.7e-04

Figure 6.12 Sample demagnetization data for sample d0828.1 from site d08. Demagnetization steps above 200°C
are not plotted; the great circle is fitted to the 25–200°C steps. The equal-area plot at bottom right shows the
demagnetization direction for the entire site, determined by intersection of great-circle demagnetization paths.
The calculated best-fit direction is shown as a circle. The dotted small circle has a radius equal to the greatest
distance between a demagnetization path and the best-fit direction, and does not correspond to the calculated
α95 value of 2.5°; see the text for notes on goodness-of-fit parameters.
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moving towards a point representing a undemagnetized harder primary reman-
ence. In no case could the primary remanence be deduced from a single sample,
since the early onset of mineral alteration obscured the end of the demagnetiz-
ation path. However, provided enough sn-type samples were available at a site,
I was able to use great-circle remagnetization analysis (McFadden and McEl-
hinny, 1988) to constrain the primary direction.

I further divided sn-type behaviour into sn1 (distinct single component;
29% (2⅜0) of the samples) and sn2 (indistinct single component; 29% (2⅜0)
samples). sn1 samples, though usually noisy, showed a clearly visible trend. sn2
samples had a larger proportion of superimposed noise; however, great-circle
fits to them were stable – adding or removing one or two points to the fit did
not significantly change the orientation of the circle. A further test of palaeo-
magnetic fidelity was provided by the goodness-of-fit parameters for the inter-
section between the individual great circles at a site, which is further discussed
below; the application of these two tests allowed me to discard unreliable fits.

Figure 6.10 (p. 180) shows examples of sn-type behaviour.

Type mc: multiple components

This behaviour occurred in 24% (19⁄80) of the samples. They showed evidence
of two (or, in one case, three) magnetization components with different ori-
entations and different thermal unblocking spectra. In no case was the final
component directed towards the origin, so I interpreted the demagnetization
paths as the result of multiple non-primary (chemical or thermoviscous) com-
ponents. In most cases analysis was impossible, due to the small number of
data points per component, high noise levels, and low remanences. In some
cases the two component directions were both within a plane containing the
origin, and the normalized vector path thus lay along a single great circle. In
this case, I fitted a great circle to the path on the assumption that it was trend-
ing towards a primary magnetization vector. Where this was not the case, the
second component was too short and noisy to give an acceptable fit on its own.
Figure 6.11 (p. 181) shows examples of mc-type behaviour.

Type nt: no discernible trend

This behaviour occured in 19% (1⅝0) of the samples, which were characterized
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Site H (m) N T₁ (°C) T₂ (°C) Dec. Inc. α₉₅ k
D12 121 4 50–100 200–225 5.5 81.9 65.6 8.3
D11 117 5 50 150–200 131.3 55.5 22.4 25.5
D08 80.5 5 25–50 200 237.9 79.4 33.7 11.6
D07 78 5 25–75 175–250 186.6 30.9 29.5 15.0
C05 75 4 25–75 175–250 158.9 45.4 70.3 7.4
D04 71.5 5 25–100 200–275 134.2 69.6 48.3 6.0
D03 68 5 50 200 124.7 71.3 33 12.2
C01 66 4 50–75 200–275 180.7 35.4 41.7 19.0
D02 65 4 50 200 196.6 46.2 56.2 11.0

Table 6.3 Site mean directions determined by great-circle remagnetization analysis for all suitable
sites (see text for selection criteria). Columns: H stratigraphic height in metres; N number of circles
used in fit; T1 range of initial temperature steps for fitted points; T2 range of final temperature steps
for fitted points; α95 nominal radius of 95% confidence cone; k estimate of precision parameter
κ. α95 values are as produced by the algorithm of McFadden and McElhinny (1988); they indicate
relative goodness of fit and should not be taken as literal 95% confidence regions. The declination for
sample d12 may appear anomalous, but its high inclination means that small measurement errors
can produce large variations in declination.

by a lack of any consistent direction in the demagnetization path and appar-
ently random variations in direction and magnitude of the magnetization vec-
tors. I did not attempt to determine any directions from these samples. Fig-
ure 6.11 (p. 181) shows an example of nt-type behaviour.

6.4.3.4 Site mean directions

Due to the relatively low alteration temperatures, none of the samples reached
a stable endpoint, and all site mean directions were established using inter-
section of great-circle remagnetization paths as described by McFadden and
McElhinny (1988) and in section 2.2.2.2.Theweak nrms resulted in high noise
levels, so many of the great-circle fits contained points which deviated by a few
degrees from the inferred path. However, four or five samples were available
at each site, which gave reasonable confidence in the inferred final direction.
Figure 6.12 (p. 182) shows an example of a great-circle fit to a sample demag-
netization path and a site mean direction determined by the fitted circle and
other great circles from the same site.

Not all the sites had sufficient data to calculate a direction. I excluded any
sites where fewer than four great-circle paths could be fitted4. I also excluded
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Figure 6.13 Formation mean direction for mid-Waipara River section. Square points show site
mean directions; round point shows formation mean direction. Declination 168.7°; Inclination
62.1°; α95 = 17.6°; k = 9.5.

any great-circle intersections for which α₉₅ > 75 or k < 5. Under these criteria
nine of the 17 sites were found acceptable. Table 6.3 shows the calculated final
directions and goodness-of-fit parameters for these sites. Despite the low k-val-
ues, the consistency of directions between sites gives confidence in the sound-
ness of the great-circle analysis.

The calculated site mean directions have a fairly large spread, but all are
in the lower hemisphere, indicating a reversed magnetic field direction dur-
ing deposition, and they cluster in the southeast quadrant, consistent with the
degree of tectonic rotation of the eastern South Island since the early Palaeo-
gene.

Figure 6.14 (p. 187) gives a summary log of the mid-Waipara River section,
showing palaeomagnetic directions at the sites for which site mean directions
could be reliably determined.The lowermost 16m is relatively densely sampled,
giving reasonable confidence that all the reversed directions lie within the same
chron. The two uppermost sites, d11 and d12, are also reversed, but there is a

4 Ideally, three circles should be sufficient to determine a site direction: two circles give an inter-
section point, and the third provides independent confirmation (if the three circles do not
converge, there is clearly a problem). In the case of themid-Waipara data, the demagnetization
paths themselves were so noisy that I considered four circles to be a more prudent criterion.
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Dec. Inc. α₉₅ k

168.7 62.1 17.6 9.5

Table 6.4 Formation mean direction for mid-Waipara River

37m (stratigraphic height) gap between them and the rest of the samples, so it
is possible that they lie within a different chron.

Figure 6.14 also shows the palaeocurrent direction determined for the
lowermost 12m of the section. In the upper part of the section, the ams has a
typical primary sedimentary fabric with no preferred direction for the major
axis, implying a weakening or cessation of bottom current during its depos-
ition.

6.4.3.5 Formation mean direction

Figure 6.13 shows the formation mean direction of the site mean directions,
with 95% confidence interval determined by Fisher (1953) statistics. Its para-
meters are shown in table 6.4.

As described in section 5.1.3, the latitude of the eastern South Island dur-
ing the early Palaeogene gives an expected geomagnetic field inclination of
70–80°; the estimated (but poorly constrained) tectonic rotation of around 50°
would correspond to a local magnetic declination of around 130°. The calcu-
lated formation mean direction shows a slightly flatter inclination and more
southerly declination than might be expected from these constraints, but the
expected direction is within the 95% confidence region.

6.4.3.6 Age determination

The calcareous nannoplankton species Chiasmolithus bidens has been located
in a sample 4m from the base of theWaipara Greensand (68.5m on the section
log, approximate height of sample d03) (Chris Hollis, pers. comm.). C. bidens
is an np4 marker with a first occurrence at 61.45Ma, which places sample d03
within the c26r chron. The samples d02–d08 form a closely spaced group and
are all of reversed polarity, placing them all within the same chron. While the
samples d11 and d12 are also reversed, the 36.5m gap between d08 and d11
means that they cannot be constrained to the same chron: there is ample room
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in the sampling gap for the c25n normal chron. Figure 6.15 (p. 188) shows the
magnetostratigraphic/biostratigraphic age determination.

6.5 Conclusions

6.5.1 Results of the study

A magnetostratigraphy was established for a 16m continuous section at the
mid-Waipara River, consisting entirely of reversed polarity and placed within
the c26r chron based on biostratigraphic constraints. The duration of this
chron (2.9Ma), in conjunction with the thickness of the sampled sediments,
implies a minimum mean sedimentation rate of approximately 5.5mm/kyr.
This low constraint is consistent with the presence of glaucony throughout
the section, which is commonly associated with sedimentation rates of sim-
ilar magnitude (e.g. Huggett and Gale, 1997). It is also comparable to the
7–18mm/kyr sedimentation rates determined by Hollis et al. (2005) for the
same time period at the Mead Stream site, some 150 km to the north-east.
The low sedimentation rate may be related to the ams orientations observed
throughmost of the section: for sites d02–d06, the primary ams axis has a clear
and consistent horizontal orientation indicative of a sustained bottom current
aligning the grains. A strong current flow would have the effect of limiting the
sedimentation rate.

The reconstructed sedimentation rate only gives a mean value: a magneto-
stratigraphically derived estimate cannot detect fluctuations within a single
chron. The mean rate itself only gives a minimum value, derived from the
fact that the entire thickness was laid down during the time-span of the c26r
chron; it is not possible from this data to reconstruct a maximum value. It is
thus possible that the actual sedimentation rate was significantly higher than
5.5mm/kyr.

Not all the sampled material contributed to the magnetostratigraphy.
Sampling continued upward for another eight metres, but none of these
samples yielded a reliable remanence direction. More intensive sampling of
this zone might yield enough samples to establish reliable polarities, and there
is a reasonable chance that c26r/c26n boundary may be located in this zone.

The mean palaeomagnetic direction established for the section is roughly
consistent with the known tectonic constraints; the mean inferred rotation of
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around 11° is less than expected from the reconstructions of Sutherland (1995).
However, the high inclination and substantial scatter of sitemeans gives a large
95% confidence region, spanning almost 80° of declination, so the result is still
reconcilable with expected tectonic rotation. In addition, the small number of
samples may mean that secular variation has been inadequately averaged so
that the mean direction does not properly represent a geocentric axial dipole.

6.5.2 Possible further work

The results of this chapter constitute the first successful palaeomagnetic study
of this important section.Themethods applied here open the door tomagneto-
stratigraphy of the entire Cretaceous-Palaeogene sequence at themid-Waipara
River. This prospect is appealing because of the significance of the sequence
and the extensive published work on its biostratigraphy and palaeoenviron-
ment: a magnetostratigraphic study could at once be integrated with the large
body of existing data, aided by the thorough mapping published in Hollis and
Strong (2003).

One limitation of my study was the friability of the sediments: almost all
the successfully analysed samples were from concretionary horizons. Non-con-
cretionary samples generally fell apart before I could complete demagnetiza-
tion. However, this problem could be overcomewith the application of sodium
silicate solution to stabilize the samples before transport (see section 3.2.2.2).
It would probably be impractical to stabilize the sampling sites it situ before
drilling, since they are saturated with water; however, impregnation of the
drilled cores with sodium silicate solution should allow far more of them to
survive the subsequent processing steps. This stabilization would remove the
restriction of only sampling the concretions, and allow future magnetostrati-
graphies to be sampled at higher resolution.
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… we found ourselves on the brink of a tolerably elevated cliff, nearly in the
centre of a circular basin, open to the ocean, whose configuration resembled
the vast ruins of some gigantic ancient Coliseum.The sea had in every direction
excavated, rent, and sculptured the rock, respecting only its hardest portions:
the latter stood out in bold relief on the face of the cliffs, like so many antique
pillars which Time had not yet been able to overthrow.

– Thomas Musgrave and François Raynal explore Campbell Island
(Raynal, 1875)

7.1 Introduction

This chapter presents the results of a magnetostratigraphic and rock magnetic
study of Late Cretaceous to early Palaeogene sediments from the Garden Cove
and Tucker Cove formations at Campbell Island in the Pacific Ocean south of
New Zealand. The work is based on stratigraphic logging and palaeomagnetic
sampling at two sections on different parts of the island. There is a large strati-
graphic overlap between the sections, allowing correlation of their lithostrati-
graphies and magnetostratigraphies. As well as producing a magnetostrati-
graphy, I have used the anisotropy of magnetic susceptibility to determine
palaeocurrent flow.

7.1.1 Setting

Campbell Island is the southernmost landmass of the Zealandia continent. It
has an area of 114 km² and is situated at 52°33'S, 169°8'E, around 700 km south
of the South Island ofNewZealand. Physiographically, Campbell Island is a vol-
canic dome extensively dissected by marine, fluvial, and glacial5 erosion, with
theMiocene igneous rock overlying Late Cretaceous to Palaeogenemarine sed-
iments atop a scarcely exposed schist basement.

The geological history of Campbell Island, as established by Oliver (1950)
and Beggs (1976), began with the deposition, metamorphosis, uplift, and pene-
planation of the basement during the Paleozoic and Mesozoic. Sedimentation
recommenced during a Cretaceous marine transgression, and continued until

5 Marshall and Browne (1909) and Oliver (1950) reported evidence for glaciation; this was dis-
puted by Morris (1976) but confirmed by recent geophysical studies (Fraser, 2009).
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the Oligocene; the lack of deposition beyond this point is associated with the
establishment of the Antarctic Circumpolar Current (Kennett, 1977). In the
Miocene, localized volcanism uplifted the island and covered it with lavas,
which have since been partially removed by erosion.

The Campbell Island sedimentary sequence is geologically important: it
constitutes the only on-land exposure of Cretaceous and Palaeogene strata
between New Zealand and Antarctica, and the southernmost such exposure
in the Pacific Ocean (Hollis et al., 1997). The area is well placed to record vari-
ations in bottom-water flow influenced by Antarctic glaciation.

Figure 7.1 (p. 193) shows the geography of Campbell Island and the loca-
tions of the sections described in this chapter.

7.1.2 Previous work

The remote location of Campbell Island has limited geological investigations
in the two centuries since its discovery. Raynal (1870) brieflymentioned unsuc-
cessful mineral prospecting there in 1863, but the first serious geological work
was done by Filhol (1885) during a French expedition to observe a transit
of Venus in 1874; there were also short notes on the geology by Buchanan
(1884), Reisheck (1889), Chapman (1890), and Hector (1896). The next sig-
nificant investigation was by Marshall and Browne (1909) who, from a five-
day expedition in 1907, produced a general geological map and descriptions
of most of the rock units of the island (they were unable to locate the schist
basement, although they knew of it from the description by Filhol). The first
comprehensive geological treatment was the detailed map and report made by
Oliver (1950) based on work done while he was posted to the island as a coast-
watcher during the Second World War. Oliver et al. (1950) contains this work
and two short palaeontological reports; Oliver’s observations were also briefly
summarized by Bailey and Sorensen (1962).

A two-month Lands and Survey Department expedition in 1975–6 resul-
ted in new descriptions of the igneous (Morris, 1976) and metamorphic and
sedimentary (Beggs, 1976) geology. Beggs (1976) refined Oliver’s stratigraphy
and made detailed logs of the metamorphic and sedimentary units; this work
was later published in Beggs (1978).

Much of the subsequent work on Campbell Island has focused on
improving the biostratigraphy of the late Cretaceous-Palaeogene sedimentary



Introduction 193

Southeast Harbour

Shag Point

East Cape

Smoothwater Bay

Hook Keys

Wasp Island
Seagull Rock
Monowai Island

Survey Island

Mount Paris

Penguin Point

Yvon Villarcean Peak

Ramp Point

Cattle Bay

Jacquemart Island

La Botte

Monument Harbour

Puiseux Peak

Antarctic Bay

Six Foot Lake

Mount Honey

Garden Cove

Tucker Cove

Mount Azimuth

Mount DumasRocky Bay
Ca

m
p 

Str
ea

m

Limestone Point
Northwest Bay

Complex Point

Dent Island

Filhol Peak Shag Stream

Camp Cove

Col Peak

Northeast Stream

Mount Fizeau

Honey Falls

Perseverance Harbour

Mount Lyall

Northeast
 Harbour

Gomez Island

Courrejolles Point

Isle De Jeanette Marie

Denvor Peak

Mount Faye

Hoo
ke

r S
tre

am

Borchgrevink Bay

South Point

Davis Point

Moubray Hill

Erebus Point

Macdonald Point

Cook Point

Cossack Rock

North Cape

0 1 2 3 4 5 km

N

Beeman Hill

Menhir

177

176

175

370 371 372 373 374 375

Figure 7.1 Map of Campbell Island sampling localities. The upper map marks the general sampling area within
the whole island, and the lower map marks the two sampled sections within this area. Both maps are projected
onto the Universal Transverse Mercator Zone 59 grid, and the northings and eastings on the lower map are in
kilometres on that grid. Contours on upper map are at 20m, 100m, and at 100m intervals thereafter. Map data
and lower map image from Land Information New Zealand. Crown copyright reserved.



194 Campbell Island

sequence in order to better relate it to other regional on- and offshore data.
Hollis et al. (1997) gave a summary of biostratigraphy to date and presented
new results from samples collected in 1995–1997.

7.1.3 Stratigraphy

Overview

The basement at Campbell Island consists of low-grade metamorphic rocks of
the Complex Point Group (Beggs, 1976) – previously the Complex Point Form-
ation (Oliver, 1950) and Complex Point Schist (Fleming, 1959). It is uncon-
formably overlain by sediments of the Campbell Island Group (Beggs, 1976),
comprising the Garden Cove and Tucker Cove formations (Oliver, 1950),
which are the subject of this study and are described in more detail below. The
Campbell Island Group is succeeded by the Shoal Point Formation, consisting
of Miocene pyroclastic material; they are separated by an unconformity which
Beggs (1978) tentatively identified with theMarshall Paraconformity of Carter
and Landis (1972) (described in section 1.1.4, page 4 of this thesis). Volcanic
flow rocks of Miocene age cover the sedimentary sequence across most of the
island. Figure 7.2 (p. 195) shows a summary of this stratigraphy.

Garden Cove Formation

The Garden Cove Formation was defined by Oliver (1950) and incorpor-
ated into the Campbell Island Group defined by Beggs (1976). Oliver (1950)
described a 16mexposurewest ofNorth-West Bay consisting of quartz pebbles
in the lower parts, carbonaceous sandstone near the top, and irregular interbed-
dings of these two lithologies, as well as quartz sand, in the intermediate part.
Fleming (1959) nominated an exposure at the head of Perseverance Harbour
(presumably the CampCove section described later in this chapter) as the type
locality. Beggs (1976) logged a 30m measured section west of Complex Point,
preferring this to Fleming’s type section due to the superior exposure and lack
of intrusions.

Finlay (1950) gave a Teurian (Palaeocene) age for the upper Garden Cove
Formation, based on foraminiferal analysis of a single sample from the Camp
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Cove outcrop6. Wilson (1967) analysed another sample from the same section,
finding that it was ‘Paleocene (Teurian) despite the occurrence of some Creta-
ceous elements’, but later revised this to Haumurian (Maastrichtian) (Wilson,
1972). He noted that Finlay’s sample was ‘likely to be stratigraphically higher’,
implying for the first time that the Cretaceous-Palaeogene boundary might be
found in theGardenCove Formation.Hollis et al. (1997) gave amore thorough
biostratigraphy of the Garden Cove and Tucker Cove formations at both Per-
severance Harbour and the northwestern outcrops, reliably locating the K-Pg
boundary in the upper part of the Garden Cove Formation.

Tucker Cove Formation

Like the Garden Cove Formation (which it overlies unconformably), the
TuckerCove Formationwas defined byOliver (1950) (as theTuckerCove Lime-
stone), named for an inlet within PerseveranceHarbour, and incorporated into
the Campbell IslandGroup of Beggs (1976). Oliver described it as ‘a white, fine-
grained, foraminiferal limestone’ with stylolitic bedding and horizons of chert
nodules; the maximum thickness is around 200m. Beggs (1978) nominated a
cliff section between Complex Point and Penguin Bay as a type locality and
gave the age as middle Early Eocene to early Late Oligocene. He estimated that
the limestone was deposited at a minimum depth of 250m; Hollis et al. (1997,
p. 11) revised this to 1500m for the lower part of the formation.

Hollis et al. (1997) summarized and synthesized previous work on the
Tucker Cove Formation and gave an improved biostratigraphy from new
sample collections. Cook et al. (1999, p. 55) redefined the Formation to include
‘only sediments beneath the unconformity surface that separates Eocene from
early Oligocene7 strata (Hollis et al., 1997)’, placing the sediments above the
unconformity in the undifferentiated Penrod Group.

The Tucker Cove Formation has been correlated with a Palaeogene nanno-
fossil ooze from dsdp hole 277 (Kennett et al., 1975, p. 48). It is also equivalent,

6 At the time of Finlay’s writing, the Teurian was regarded as part of the Late Cretaceous Mata
Series, but it was subsequently moved to the Palaeogene Dannevirke Series (Hornibrook,
1962).

7 Hollis et al. (1997, p. 33) actually dated the unconformity as Porangan-Bortonian (Middle
Eocene toMiddle–Late Eocene), but this does not materially affect Cook’s redefinition (which
appears to be based on the unconformity surface itself rather than age).
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though not identically aged, to the Amuri Limestone at themid-Waipara River
section (Cook et al., 1999).

7.1.4 Aims of the study

A primary aim of this study was to produce a magnetostratigraphy for the top-
most Garden Cove and lowest Tucker Cove formations at two sampled loc-
alities. In conjunction with integrated biostratigraphic sampling, this should
provide accurate dating of the unconformity between the two formations, and
a better constraint on the position of the K-Pg boundary within the Garden
Cove Formation. Additionally, rock magnetic data can provide information
about the depositional environment; in particular, the anisotropy of magnetic
susceptibility can indicate current flow at the time of deposition.

7.2 Fieldwork

I visited Campbell Island twice, in November 2007 and February 2009, in both
cases as a part of amultidisciplinary scientific expedition aboard theUniversity
of Otago vessel Polaris II.

7.2.1 Summary

During the 2007 expedition, Gary Wilson and I sampled a 9.5-metre (strati-
graphic thickness) section at Limestone Point (suite c), containing the contact
between theGardenCove andTucker Cove formations. ChrisHollis and James
Crampton of gns logged the section and took biostratigraphic samples.

In 2009, Bob Dagg and I extended the Limestone Point sampling further
upward (suite d) into the Tucker Cove Formation. We also sampled another
section on the west side of CampCove (suite a and suite b), which exposed the
top 35mof theGardenCove Formation and the bottom2mof theTuckerCove
Formation. Ben Andrew mapped and logged the Camp Cove section; Steve
Little of the Polaris II provided field support. Suite a is from a continuous four-
metre exposure near the head of Camp Cove containing the contact between
theGardenCove and Tucker Cove formations; suite b is from theGardenCove
Formation exposure along the shoreline to the east of this contact zone (about
30m stratigraphic thickness).
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Prefix Unit Location Date Notes

A Garden Cove Fmn./
Tucker Cove Fmn.

Camp Cove 2009 Dense sampling across
contact.

B Garden Cove Fmn. Camp Cove 2009 Along shoreline east of
contact, below suite a.

C Garden Cove Fmn./
Tucker Cove Fmn.

Limestone
Point

2007 Mostly Garden Cove
Formation.

D Tucker Cove Fmn. Limestone
Point

2009 Immediately above suite
c.

Table 7.1 Sample suite prefixes and details.

In total 100 oriented cores were recovered at Limestone Point, and 134 at
Camp Cove. The lowermost Tucker Cove Formation was poorly lithified and
the sampled portion of the Garden Cove Formation was friable and heavily
jointed, so most of the drilled cores were shorter than 10 cm.

Figure 7.3 (p. 200) and figure 7.4 (p. 201) show a graphic log for the Lime-
stone Point section; figure 7.5 (p. 202) and figure 7.6 (p. 203) give one for the
Camp Cove section.

7.2.2 Description of sample suites

The four suites of samples, denoted by the letters A–D, are described below;
Table 7.1 summarizes this information. For the remainder of this chapter, sites
are denoted by a single prefix letter for the suite followed by a two-digit number
for the site within that suite.

A. 58 cores were drilled at 12 densely spaced (around 15 cm) sites on a single
outcrop in Camp Cove which exposed the contact between the Garden
Cove and Tucker Cove formations. Sampling extended approximately 1m
below the contact and 1.5m above it.

B. 76 cores were drilled from the uppermost Garden Cove Formation at 10
sites along the western shoreline of Camp Cove. The sampling covered a
stratigraphic height of 26m. Sampling density was dictated by the limited
exposure and accessibility of the section;most sites were spaced at less than
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3m of stratigraphic thickness, but there was a gap of 9m between sites b05
and b06.

C. 79 cores were drilled from 28 sites covering 11m of stratigraphic thickness
at Limestone Point; the bottom of the sectionwas a gently sloping wave-cut
platform, steepening to a cliff at the top. The lowermost 24 sites were in the
uppermost Garden Cove Formation, and the top three in the lowermost
Tucker Cove Formation.

D. 21 cores were drilled from the Tucker Cove Formation at Limestone Point
at stratigraphic heights of 1–4m above the contact with the Garden Cove
Formation.

7.3 Laboratory work

All laboratory work was performed at the oprf; details of equipment are given
in appendix C.

7.3.1 Isothermal remanent magnetization

I selected eight samples from the sampled sections on Campbell Island: four
each from the Camp Cove and Limestone Point sections. Within each section,
both the Tucker Cove and Garden Cove formations were represented. I con-
ducted an irm study to determine the remanent coercivity spectra of these
samples. I pulse magnetized them in 32 exponentially increasing steps up to a
maximumfield of 1 T. I then applied a series of increasing fields in the opposite
direction until the magnetization of the sample reversed in polarity, allowing
me to determine the bulk remanent coercivity directly.

7.3.2 Magnetic susceptibility

I measured the tdms of 19 samples spaced throughout the Camp Cove sec-
tion, and of 5 samples across the Limestone Point section. As for the other
tdms studies in this thesis, I used repeated heating cycles with increasing peak
temperatures (100°C to 700°C in 100°C steps) in order to monitor thermally
induced mineral alteration; section 2.1.4 gives more details of the technique. I
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g

mm

h (m) Site Lithology Notes

< C01
< C02
< C03
< C04
< C05
< C06
< C07

< C09

< C10

<< C12

< C13

< C14

< C15

< C16

< C17

C11

Brownish-black (5 YR 2/1) to olive-black
(5 Y 2/1) micaceous, non-calcareous to very 
weakly calcareous, very fine sandstone; 
bedding-parallel burrows to 180mm long.

Brownish-black (5 YR 2/1) to olive-back
(5 Y 2/1), micaceous, non-calcareous, sandy 
mudstone; muddy very fine sandstone at 
base; faintly laminated in places; Chondrites 
near top; minor glaucony near base.

Brownish-black (5 YR 2/1) micaceous, non- 
calcareous to very weakly calcareous, sandy 
mudstone; laminated.

Dyke

Figure 7.3 Limestone Point log, 0–7m. After a log by James Crampton and Chris Hollis,
November 2007.
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Fe

mm

h (m) Site Lithology Notes

Olive-grey (5 Y 5/1) to light olive-grey 
(5 Y 6/2), sandy textured, glauconitic micrite; 
strongly developed stylolitic bedding; glaucony 
5% at base, decreasing up section, comprising 
well rounded fine to very fine sand-sized grains; 
abundant Zoophycos.

No exposure

Hard, brownish-black (5 YR 2/1), well laminated, 
non-calcareous, siliceous, sandy mudstone; 
glaucony restricted to scattered, sandstone-
filled burrows.

Resistant-weathering, brownish-black (5 YR 2/1) to 
olive-black (5 Y 2/1), jarositic, micaceous, glauconitic, 
non-calcareous, very fine sandstone; glaucony 5–10%, 
most abundant up-section; mottled and homogenized 
except for faint remnant lamination near top and base; 
burrows include Zoophycos; contains scattered, well 
rounded, quartz pebbles <10mm, sulphide nodules 
<60mm, and elliptical concretions <100mm.

Figure 7.4 Limestone Point log, 7–14m. After logs by James Crampton and Chris Hollis
(November 2007) and Ben Andrew (February 2009).
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Dark brown, micaceous, glauconitic, non- to slightly calcareous, v. f. sandy mudstone; massive to 
weakly mm laminated; glaucony dark green to black, rounded to subrounded, fine to medium 
grains, <10%, restricted to sandstone filled burrows near contact but becoming dispersed lower 
down, most abundant up-section; moderately weathered, moderately hard to moderately soft 
with limonite staining on joints; contains scattered, well rounded quartz pebbles <5mm and 
sulphide nodules <50mm. Burrows include Zoophycos.

No exposure

 Dykes

 Dyke

 Dyke

Dark olive grey, micaceous, jarositic, non-calcareous, very fine sandy mudstone; massive but 
faintly laminated in places; burrowed; moderately to highly weathered with limonite staining of 
joints.

Grey brown, soft, micaceous, non-calcareous, muddy fine, sub-angular, moderately to well sorted 
quartz sandstone with dark, possibly carbonaceous mm laminations; sulphide nodules <50mm.

Light grey, micaceous, non-calcareous, muddy, fine to medium grained quartz sandstone; contains 
poorly sorted, sub-angular to rounded quartz pebbles <50mm increasing in concentration down-
section, modal size ~5–10mm, massive to trough cross-bedded down-section; moderately 
weathered, moderately hard (possibly due to baking by nearby dyke).

h (m) Site Lithology Notes

Figure 7.5 Camp Cove log, 0–35.7m. Redrawn after a log by Ben Andrew and Bob Dagg, February 2009.
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Dark brown, micaceous, jarositic, glauconitic, non-calcareous, massive, muddy very fine 
sandstone; moderately weathered, moderately hard; contains rare, well rounded quartz pebbles 
<5mm, sulphide nodules <50mm; glaucony is dark green, subangular to subrounded, fine to 
medium sand grains, most abundant ~5–10% up-section, generally disseminated throughout but 
sometimes concentrated in burrows; burrows include Zoophycos and possibly Chondrites lower in 
section.

Dark brown, micaceous, glauconitic, non-calcareous, laminated, fine sandy mudstone; moderately 
weathered, moderately hard to moderately soft; glaucony is concentrated in elliptical, white, non-
calcareous sandstone-filled burrows ~10mm along major axis.

Light greenish grey to dark blackish green, glauconitic, calcareous mudstone; highly to completely 
weathered, no observable structures or grains of glaucony, soft to very soft.

Greenish grey, glauconitic, calcareous fine sandy mudstone; highly to completely weathered, no 
observable structure, soft to very soft; glaucony is dark green to black, <5–10%, subangular to 
rounded, fine to medium sand size grains.

Light grey cream, glauconitic, calcareous sandy mudstone; moderately to highly weathered, no 
observable structure, moderately soft; glaucony is dark green to black, <5%, subangular to 
rounded, fine to medium sand size grains.

37.02m

37.05m

37.08m

Light grey cream, glauconitic micrite; strongly developed wavy stylolitic bedding ~30–50mm with 
irregular flaggy appearance; slightly to moderately weathered, moderately hard to hard, with 
induration increasing quickly away from bottom contact; contains rare, well rounded quartz 
pebbles <2mm; glaucony is dark green to black, subangular to rounded, fine to medium sand 
grains, decreasing from ~5% at base to none within 1.5m of bottom contact; abundant 
Zoophycos.

g

gg
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g g g g
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g

g

gg

g
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g

g

g

g

h (m) Site Lithology Notes

Figure 7.6 Camp Cove log, 35.7–40m. Redrawn after a log by Ben Andrew, February 2009.
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alsomeasured the ams of all samples in suites a, b, and d in order to determine
palaeocurrent directions.

7.3.3 Stepwise demagnetization

Here I give details of the thermal demagnetization protocols I used for the four
suites. The maximum demagnetization temperatures were not determined in
advance: for each study, I stopped performing heating steps when heating-
inducedmineral alteration obscured the demagnetization signal. I determined
this by monitoring magnetic susceptbility and magnetization intensity: altera-
tion was indicated by large (twofold or greater) susceptibility increases and/or
random variation or large increases in magnetization.

A. I demagnetized 45 samples (3 each from sites a06, a08, and a12; 4 from
the other 9 sites) to 450°C in 25°C steps.

B. I used 40 samples (4 from each of 10 sites) and demagnetized them to
400°C in 25°C steps.

C. I used 75 samples for the thermal demagnetization study (3 from each of 25
sites; no oriented core was recovered from sites c08, c22, or c25, so these
sites were excluded from the study). I demagnetized them in 30°C intervals
to 600°C.

D. I used 28 samples for the thermal demagnetization study (4 from each of
7 sites) and demagnetized them in 25°C steps up to 400°C.

7.4 Rock magnetic results

In this section I present the rock magnetic results of the Campbell Island
study. Data files for all the magnetic analyses are included on the data cd-rom
(appendix D).

7.4.1 Isothermal remanent magnetization

With the exception of d03 (from the Tucker Cove Formation at Limestone
Point), the samples all showed a soft coercivity spectrum typical of magnetite
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Figure 7.7 Isothermal remanent magnetization acquisition (right side of each subplot) and dc demagnetization
(left side) for Campbell Island samples. Due to the wide range of saturation magnetizations, the magnetization
curves are normalized. Note also the differing horizontal scales for the magnetization and demagnetization curves.



206 Campbell Island

0.5 1.0 1.5 2.0 2.5

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4 A29
Garden Cove Fmn.?
Camp Cove

0.5 1.0 1.5 2.0 2.5 3.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4A48
Tucker Cove Fmn.
Camp Cove

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Gr
ad

ie
nt

 o
f 
no

rm
al

iz
ed

 m
ag

ne
ti
za

ti
on

B02
Garden Cove Fmn.
Camp Cove

0.0

0.2

0.4

0.6

0.8

1.0

1.2

B07
Garden Cove Fmn.
Camp Cove

0.0

0.2

0.4

0.6

0.8

1.0

1.2

C04
Garden Cove Fmn.
Limestone Point

0.0

0.2

0.4

0.6

0.8

1.0

1.2

C20
Garden Cove Fmn.
Limestone Point

0.5 1.0 1.5 2.0 2.5
log10(Applied field (mT))

0.0

0.2

0.4

0.6

0.8

1.0

1.2

C26
Tucker Cove Fmn.
Limestone Point

0.5 1.0 1.5 2.0 2.5 3.0
log10(Applied field (mT))

0.0

0.2

0.4

0.6

0.8

1.0

1.2

D03
Tucker Cove Fmn.
Limestone Point

Figure 7.8 Cumulative log-Gaussian fits to irm acquisition curves. The small circles show the measured gradient
of the acquisition curve at each point. Within each subplot, the shaded areas show log-Gaussian components for a
two-component fit, and the solid line shows the sum of these components. The dotted line shows the best-fitting
single log-Gaussian curve.
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mineralogy, as can be seen from the plots in figure 7.7 (p. 205). They achieved
95% saturation below 350mT (inmost cases at around 200mT) andwere satur-
ated or very nearly saturated by 1 T. Bulk coercivities of remanence were in the
40–50mT range, well within the limits for magnetite given by Peters and Dek-
kers (2003).The clear exception to this behaviour is sample d03 from the lower
Tucker Cove Formation at Limestone Point: it has an initial soft coercivity com-
ponent, which can be seen from the steep gradient of the acquisition curve in
the first 100mT. Beyond this point, the slope of the acquisition curve suddenly
becomes flatter and remanence acquisition continues at a near-linear rate up
to 1 T. Unlike the other samples, d03 does not appear to have reached satura-
tion at 1 T. The most likely candidates for such a high-coercivity component
are goethite and haematite.

Cumulative log-Gaussian analysis of irm data

Figure 7.8 (p. 206) shows fits of the irm acquisition gradient curves to log-Gaus-
sian functions; table 7.2 shows the parameters for the fits. The theory and prac-
tice of this technique is discussed in detail in section 3.4.2 on page 54. Leaving
d03 aside for the moment, the curve fits look similar to those from the other
irm studies in this thesis (figure 3.14, p. 57; figure 5.14, p. 145; figure 6.4, p. 172).
There is a large (usually dominant) peak with low mean coercivity (compon-
ent 1), heavily overlapping aweaker peakwith a slightly highermean coercivity
(component 2). In the Campbell Island samples, however, there is usually very
little difference between the mean coercivities of the two peaks. It is possible
(as in the previous irm studies in this thesis) that the two-component model –
although it gives a noticeably better fit to the data than a single component –
cannot be justified here. Figure 7.8 shows the irm acquisition gradient curves
with the best-fitting 2-component and single-component log-Gaussian mod-
els.Without independent confirmation of distinct mineral phases, it is difficult
to justify the inclusion of two components.

The case for sample d03 is very different: a single-component model
appears inadequate, and a two-component fit, although not perfect, shows two
well-defined peaks with little overlap. Component 2 hasB½= 2.83, giving aH'cr
value of 102.83 = 676mT. This value falls within the range of 28–769mT given
for haematite by Peters and Dekkers (2003), and does not match the coercivity
of any other known magnetic mineral (goethite coercivities are much higher).
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Sample sirm Hcr H'cr — Component 1 — — Component 2 —

mA/m mT mT Mri B½ DP Mri B½ DP

a29 160.8 50.1 59.8 0.36 1.68 0.24 0.64 1.88 0.43

a48 23.2 46.2 55.1 0.43 1.69 0.24 0.57 1.82 0.43

b02 67.2 43.7 52.6 0.61 1.70 0.26 0.39 1.77 0.43

b07 245.8 43.0 52.1 0.62 1.70 0.26 0.38 1.75 0.42

c04 117.9 41.6 51.0 0.66 1.68 0.26 0.34 1.79 0.46

c20 152.8 41.0 50.1 0.72 1.67 0.27 0.28 1.81 0.46

c26 25.0 44.1 53.1 0.78 1.71 0.28 0.22 1.80 0.49

d03 14.5 74.8 86.6 0.59 1.72 0.33 0.41 2.83 0.26

Table 7.2 Irm parameters for Campbell Island samples

I attempted to find further confirmation for haematite by taking sub-
samples from d03 for tdms analysis; one of the samples contained a dark
grey 2mm nodule with a dark orange rim, and the other consisted entirely
of pale cream coloured limestone. Neither sample provided any evidence for
haematite during heating, with both samples showing a Hopkinson peak and
complete loss of susceptibility at around 600°C. One explanation for this is
that the haematite was unevenly distributed; it is also possible that the concen-
tration was simply too low to be detected. Even compared to the other sed-
iments investigated in this thesis, the Tucker Cove Formation has a very low
saturationmagnetization and thus a low concentration of remanence-carrying
grains. Haematite’s volume-normalized saturation magnetization is around 5
×10−3 times that of magnetite (Dunlop and Özdemir, 1997, p. 51), whereas its
volume susceptibility can be as little as 10−4 times that ofmagnetite (Hunt et al.,
1995). Thus, in a case such as this where the haematite component has a lower
saturationmagnetization than themagnetite component, its susceptibility con-
tribution may be in the region of 1⁄50 that of the magnetite. It is also possible
that the high-coercivity component is not pure haematite but a haemo-ilmen-
ite, which would have a lower disordering temperature due to substitution of
titanium ions.

7.4.2 Temperature dependence of magnetic susceptibility
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Figure 7.9 Specimen tdms behaviours for samples from Tucker Cove and Garden Cove formations at Limestone
Point and Camp Cove.

There was significant variation among the measured samples, but they all
displayed the common feature of a Hopkinson peak followed by a sharp drop
in susceptibility just below 600°C, indicative of a magnetite mineralogy. Some
of the samples (mostly from the Tucker Cove Formation) had extremely weak
susceptibilities, and in these cases the Hopkinson peak itself was sometimes
obscured by the simultaneously declining susceptibility of paramagnetic com-
ponents. However, even for these samples, the disordering temperature could
be inferred from the sharp drop in susceptibility after the peak. Figure 7.9
(p. 209) shows examples of tdms curves from both sections and both form-
ations.

Despite the argon atmosphere, all samples showed irreversible increases in
susceptibility – indicating mineral alteration – in the 300–400°C range. Altera-
tion continued at subsequent heating steps. It is thus not possible to state with
certainty that all the magnetite inferred from the Hopkinson peaks around
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600°C was initially present; however, the consistent lack of susceptibility above
600°C rules out haematite, and the lack of pre-alteration Hopkinson peaks at
320°C rules out pyrrhotite. (After thermal alteration at 400–600°C, a peak cor-
responding to pyrrhotite does in fact appear inmost of the Garden Cove Form-
ation samples, which suggests that if there had been pyrrhotite present initially,
the tdms results would have shown it.)

7.4.3 Anisotropy of Magnetic Susceptibility

I measured ams for all samples in suites a, b, and d.

Suite a

Figure 7.10 (p. 213) shows ams directions for suite a. Most samples from this
suite showed a well-constrained horizontal maximum susceptibility axis, con-
sistent with an orientation produced by current flow at the time of deposition.
The orientation of the other two axes is more unusual: the intermediate axis
is steeply inclined to above 50°, with the minimum axis close to the bedding
plane. These orientations are an inversion of the usual relationship between
these axes in sedimentary fabrics, as described by e.g. Rees (1961): the com-
monly observed sedimentary fabric has a minimum axis perpendicular, or
nearly so, to the bedding plane. Other origins for the magnetic fabric must
thus be considered. Metamorphism can affect ams fabrics at grades too low to
produce visible changes (Hrouda and Janák, 1976); however, there are strong
grounds for ruling out metamorphic influence on the fabric. Firstly, the correc-
ted anisotropy factors P' of all the samples are below 1.02; this is well below
the value of 1.05 given by Tarling and Hrouda (1993, p. 148) as a diagnostic
threshold for the detection of metamorphic influence. Secondly, the fabric ori-
entation varies significantly between sites just 30 cm apart in outcrop; it is hard
to imagine that metamorphism could produce such extremely localized vari-
ation. A more likely candidate for the unusual fabric is diagenesis. Schieber
and Ellwood (1988) reported similar fabric shapes arising from the diagenetic
growth of dolomite within shales. By comparison with macroscopic current
indicators, they established that despite the rotation of the intermediate and
minor axes, the maximum axis orientation still gave a reliable record of palaeo-
current. The association of the maximum axis here with current flow is also
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supported by the fact that it is in all cases very close to the horizontal, and that
the direction for sites a11–a12 agrees with that for the sites b01–b02, which
are at the same stratigraphic height and display an unmodified sedimentary
fabric.

The only samples from suite a not to show this directional fabric were
those from sites a05 and a06. These samples had a typical (but very weakly
defined) sedimentary orientation,with an approximately bedding-normalmin-
imum axis. The poorly constrained minimum axis may be due to bioturbation.
The other two axes were randomly oriented, suggesting a lack of palaeocurrent
and possible bioturbation. These samples are from just above (within 20 cm)
the contact between the Garden Cove and Tucker Cove formations, and the
change in ams fabric is presumably associated with the hiatus in deposition at
this contact.

Suite b

The samples from suite b (shown in figure 7.11, p. 214) had a clear primary
sedimentary fabric controlled by palaeocurrent direction. Minimum axes dir-
ectionswere all bedding-normal; the other axeswere both in the bedding plane.
Thedeclination of themajor axis variedwith section height, indicating changes
in current flow. At site b10, the sedimentary fabric is visible, but much more
weakly defined than at the higher sites. Even here, though, a weak north-south
palaeocurrent direction is evident.

Variations in palaeocurrent flow are evident with increasing height
through the section: in the lower sections (b07–b10) the primary axes are
oriented north-south to northeast-southwest, with mean directions varying
slightly between site groups. At b05–b06, there appears to have been a cessa-
tion of current, as indicated by the randomly oriented major and intermedi-
ate susceptibility axes. This inferred hiatus may be due to ocean circulation
changes associated with the K-Pg boundary event: at this site, the boundary
has been placed at around 10m below the Garden Cove Formation / Tucker
Cove Formation contact, between the heights of b05 and b06. Above b05, cur-
rent flow resumes in a west-east orientation, rotating to a more nearly north-
south orientation at the top of the section.
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Suite d

Figure 7.10 (p. 213) shows the ams directions measured for suite d. These
samples showed two distinct behaviours: at sites 1–6, a near-horizontal max-
imum susceptibility axis oriented roughly north-south showed a probable
palaeocurrent direction; at site 7, a less easily interpretable fabric appeared,
with a tightly clustered minimum axis and the other two axes in a girdle distri-
bution.

7.5 Palaeomagnetic results

In this section I present the results of the stepwise demagnetization experi-
ments. I first describe (section 7.5.1) four types of demagnetization behaviour
(distinct from the four suites of samples defined in table 7.1, p. 198). With ref-
erence to these behaviour types, I then describe the palaeomagnetic results
from Camp Cove (section 7.5.2) and from Limestone Point (section 7.5.3).
Within each of these two sections, I first classify the demagnetization beha-
viours according to the defined types, then present the sitemean directions and
formation mean directions obtained by analysing these behaviours. Demag-
netization data files are included on the data cd-rom (appendix D).

7.5.1 Demagnetization behaviours

Type so: single component, origin directed

Type so samples have an nrm with inclination steeper than −70° and a north-
ward declination. On demagnetization they show a single, albeit frequently
noisy, component trending approximately towards the origin,with amaximum
temperature usually in the range 360–420°C, after which the magnetization
vector varies at random. I interpreted this as the superposition of a normal
depositional remanentmagnetization and a viscous overprint from the present-
day normal chron. Ideally, these would be resolvable as two different directions,
since the drm was imparted at a different latitude and tectonic rotation. How-
ever, the expected difference in inclination is only a few degrees, and the high
inclination means that variations in declination cause little change in the over-
all magnetization vector.The difference between a present-day normalmagnet-
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A01–A02 A03–A04 A05–A06

A07–A08 A09–A10 A11–A12

D01-D06 D07

Figure 7.10 Ams directions for suites a (top) and d (bottom). Parametric bootstrap 95% confidence intervals are
shown, but may be too small due to the low number of samples.
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B01–B02 B03–B04 B05–B06

B07 B08–B09 B10

Figure 7.11 Ams directions for suite b. Parametric bootstrap 95% confidence intervals are shown, but may be too
small due to the low number of samples.
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ization and a normal magnetization from the time of deposition would thus be
less than the noise level in themeasurements. For analysis purposes I therefore
treat these samples a having a single component. I analysed type so samples
by performing a principal component analysis, anchored to the origin, on the
points comprising the trend, and taking the Fisher (1953) mean of the pca
directions within each site.

Type sn: single component, not origin directed

Type sn samples showed a single demagnetization trend directed strongly
downward towards a point other than the origin. The trend is usually visible
up to 200–300°C, after which magnetization varies randomly with subsequent
demagnetization steps. I interpreted this behaviour as the progressive removal
of a present-day viscous magnetic overprint, with the offset from the origin
being due to a depositional remanent magnetization with a higher unblocking
temperature. I interpreted the random variation at higher temperatures as the
consequence of thermally inducedmineral alteration. I analysed these samples
by fitting a great circle to the trend, and using the great-circle remagnetization
analysis technique of McFadden and McElhinny (1988) to combine the great
circles at each site and determine an extrapolated endpoint, which I took to be
the drm.

Type nt: no discernible trend

The magnetization vectors of nt-type samples showed no discernible trend
during demagnetization, and varied apparently at random. I interpreted this
behaviour as the result of randomnoise in themeasurement process obscuring
the signal produced by the sample magnetization. I did not attempt to determ-
ine any palaeomagnetic directions from these samples.

Type nd: no demagnetization

Typend samples showno variation in themagnetizationdirectionwith increas-
ing demagnetization steps, except for a slight random variation attributable to
measurement noise. This behaviour continues either until the highest heating
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step, or until mineral alteration occurs and magnetization begins to vary ran-
domly. I did not attempt to determine palaeomagnetic directions from type-nd
samples.

7.5.2 Palaeomagnetism of the Camp Cove section

In this section I present the demagnetization behaviours and mean directions
from the Camp Cove suites (a and b).

7.5.2.1 Camp Cove demagnetization behaviours

The nrms of the Camp Cove samples were bimodally distributed, which was
unsurprising given the two distinct lithologies comprising the section: within
suite a, the 23 samples from the limestone of the Tucker Cove Formation had a
mean nrm of 46 μΑ/m; the 22 samples from the Garden Cove Formation mud-
stone had a mean nrm of 120 μΑ/m, probably reflecting higher terrigenous
input.

Type sn: single component, not origin directed

Although the initial remanence directions of the samples varied widely, the
demagnetization behaviours were fairly uniform. 98% (8⅜5) of the samples
conformed to type sn (single component, not origin directed). During initial
demagnetization, the remanence vector moved steadily downward, with relat-
ively little change in the horizontal components ofmagnetization.Occasionally
the 25–50°C step was in a different direction. In no case was the trend directed
towards to origin. At heating steps higher then 200°C, themagnetization vector
began to fluctuate seemingly at random with each successive demagnetization
step. Occasionally this transition to chaotic behaviour occurred at a slightly
different temperature step (175–250°C). Figure 7.12 (p. 217) and figure 7.13
(p. 218) show examples of sn-type behaviour.

I interpreted the initial component to be a viscous overprint from the
present-day Brunhes normal polarity chron, based on its low unblocking spec-
trum and downward-directed demagnetization trend. An analysis of the dir-
ections of the 25–200°C curves for suite a supports this: I determined best-
fit directions by unanchored principal component analysis and calculated a
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temp. dec. inc. int. m.s.
25 300.8 -8.9 2.42e-05 4.3e-05
50 295.8 -6.6 2.39e-05 -1.5e-05
75 296.5 -2.2 2.42e-05 4.3e-05
100 294.7  0.5 2.34e-05 2.8e-05
125 296.6  10.4 2.44e-05 4.3e-05
150 292.7  26.9 2.73e-05 1.5e-05
175 288.9  36.5 3.33e-05 0.0e+00
200 286.9  37.6 3.37e-05 4.3e-05
225 287.1  41.9 3.79e-05 4.3e-05
250 303.3  46.6 3.51e-05 7.1e-05
275 207.9  36.3 1.45e-05 5.5e-05
300 221.3  34.3 1.56e-05 4.3e-05
325 178.9  26.0 1.15e-05 7.1e-05
350 191.8  18.3 1.36e-05 5.5e-05

Sample: B0209.1
Site: B02

temp. dec. inc. int. m.s.
25 159.1  0.3 2.41e-05 0.0e+00
50 163.3  0.2 2.45e-05 0.0e+00
75 164.2 -4.2 2.51e-05 6.6e-06
100 164.4  6.6 2.56e-05 4.3e-05
125 168.1  12.0 2.57e-05 -3.0e-05
150 165.9  19.3 2.86e-05 4.3e-05
175 163.9  23.2 3.03e-05 5.0e-05
200 164.5  23.2 3.08e-05 0.0e+00
225 167.4  24.6 2.96e-05 6.5e-06
250 168.4  25.7 3.27e-05 6.5e-06
275 97.9  55.8 8.18e-06 5.0e-05
300 14.5  53.5 1.79e-05 4.3e-05
325 21.3  60.6 1.73e-05 3.6e-05
350 297.1  46.8 1.50e-05 5.0e-05

Sample: B0574.1
Site: B05

temp. dec. inc. int. m.s.
25 195.7 -21.0 4.19e-05 1.9e-05
50 196.4 -15.4 4.11e-05 -2.4e-05
75 195.7 -7.3 4.41e-05 0.0e+00
100 199.5  17.4 4.94e-05 1.9e-05
125 200.3  28.2 6.24e-05 0.0e+00
150 204.1  32.7 6.80e-05 0.0e+00
175 203.9  39.7 6.51e-05 0.0e+00
200 205.9  41.8 6.74e-05 -2.4e-05
225 208.9  47.4 6.27e-05 -2.4e-05
250 128.0  77.5 5.01e-05 4.3e-05
275 133.0  73.9 2.50e-05 -2.4e-05
300 240.7 -2.3 6.67e-05 1.1e-04
325 303.5  0.8 4.81e-05 1.1e-04
350 295.0 -4.1 8.87e-05 8.6e-05

Sample: B1046.1
Site: B10

Type SN

Figure 7.12 Demagnetization behaviours for Camp Cove samples. All samples are type sn, showing a single
demagnetization component from 25–200°C followed by random variation. Best-fit great circles are shown, fitted
to the 25–200°C points.



218 Campbell Island

temp. dec. inc. int. m.s.
25 353.8  21.4 6.18e-05 8.6e-05
50 353.0  18.1 6.01e-05 8.6e-05
75 349.6  23.6 5.97e-05 7.1e-05
100 351.5  32.7 6.75e-05 1.1e-04
125 353.4  35.5 6.82e-05 7.1e-05
150 349.1  48.4 8.08e-05 4.3e-05
175 349.3  47.3 8.19e-05 7.1e-05
200 350.5  51.0 8.25e-05 7.1e-05
225 343.1  38.9 8.12e-05 7.1e-05
250 319.7  7.0 7.99e-05 8.6e-05
275 315.2  4.5 6.46e-05 4.3e-05
300 328.7  8.5 5.06e-05 8.6e-05
325 326.6 -2.4 5.71e-05 1.1e-04
350 285.0  8.2 3.13e-05 1.6e-04

Sample: A0638.2
Site: A06

temp. dec. inc. int. m.s.
25 319.2 -31.5 1.46e-04 7.5e-05
50 317.8 -31.1 1.44e-04 8.6e-05
75 316.7 -29.6 1.43e-04 7.5e-05
100 316.9 -20.3 1.31e-04 1.2e-04
125 315.6 -13.7 1.30e-04 8.6e-05
150 316.6 -10.9 1.26e-04 7.5e-05
175 316.8 -5.4 1.23e-04 1.2e-04
200 314.3  1.6 1.14e-04 7.5e-05
225 317.0  2.3 1.08e-04 7.5e-05
250 316.1  0.8 1.09e-04 7.5e-05
275 293.2 -20.5 5.28e-05 8.6e-05
300 294.6 -26.1 6.45e-05 1.2e-04
325 233.8  1.1 6.08e-05 8.6e-05
350 40.9  8.2 2.53e-05 8.6e-05

Sample: A0927.1
Site: A09

temp. dec. inc. int. m.s.
25 73.9  12.0 2.93e-04 3.0e-05
50 74.5  14.8 2.88e-04 1.0e-04
75 72.3  11.2 2.94e-04 4.3e-05
100 74.2  13.2 2.89e-04 8.6e-05
125 73.7  15.0 2.87e-04 4.3e-05
150 73.5  14.4 2.87e-04 5.8e-05
175 72.5  14.1 2.90e-04 1.0e-04
200 75.7  10.3 2.88e-04 8.6e-05
225 78.3  12.7 2.82e-04 8.6e-05
250 77.3  14.0 2.97e-04 5.8e-05
275 73.7  14.5 3.01e-04 1.5e-05
300 74.1  15.2 2.98e-04 5.8e-05
325 79.1  11.6 3.05e-04 4.3e-05
350 77.4  16.2 2.97e-04 8.6e-05

Sample: A0542.1
Site: A05

Type SN

Type ND

Figure 7.13 Demagnetization behaviours for Camp Cove samples. The top and centre samples are type sn, with
a single component from 25–200°C, followed by random variation. Best-fit great circles are shown, fitted to the
25–200°C points. The bottom sample shows type nd (non-demagnetizing) behaviour; no demagnetization compon-
ents could be determined from it.
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Fisher mean for them. The result (I=−67.9°, D=24.3°, α₉₅=9.2°, k=6.4) was
close to the current normal gad field at the site (I=−69°). Since this trend
was not origin-directed, I inferred that it was directed towards a stable depos-
itional or post-depositional component carried by magnetite which had not
yet begun to unblock to a measurable extent. I took the higher-temperature
chaotic behaviour to be due to the onset of heating-induced mineral altera-
tion. The inferred alteration temperature is slightly lower than the alteration
temperatures determined by the tdms experiments, whichmight be due to the
inert argon atmosphere used for those experiments. It may also be thatmagnet-
ization is in this case more sensitive to mineral alteration than susceptibility.

Type nd: no demagnetization

Type nd behaviour was evident in 2% (2⁄85) of the samples: a0542.1 and
a0544.1, both from site a05. The samples displayed no significant demagnetiz-
ation at all, the magnetization vector fluctuating slightly around a single point.
In a0544.1 this behaviour was succeeded by random variation at 350°C, while
in a0542.1 the magnetization vector remained approximately constant up to
the maximum temperature of 450°C. Figure 7.13 (p. 218) shows an example of
nd-type behaviour.

7.5.2.2 Camp Cove site mean directions

Many of the angular demagnetization paths were fairly short – in the worst
cases around 10° – but for all the samples (except the two non-demagnetizing
ones described above) stable great-circle fits proved possible. I fitted a great
circle to the 25–200°C portion of each sample’s demagnetization path. There
was strong evidence that the great circles were trending towards stable and con-
sistent remanence directions: at each site, three or four circles were fitted, and
in most cases they converged on an area less than 10° in diameter (figure 7.14,
p. 221). The McFadden and McElhinny (1988) formulae gave k≥14.4 for all
the great-circle fits and α₉₅≤50° in all but three cases; in most cases the fit para-
meters were significantly better than this, with 71% of the samples showing
α₉₅≤31° and k≥51.5. Stable remanence directions were determined for all sites
except a05, where the two non-demagnetizing samples left only two samples
for which a great circle could be fitted.
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Site H (m) N Dec. Inc. α₉₅ k
A01 38.5 4 159.9 76.4 19.4 84.1
A02 38.1 4 193.0 67.0 12.6 198.7
A03 37.8 4 256.6 77.2 12.7 195.0
A04 37.65 4 66.6 63.7 21.8 66.5
A06 37 3 188.9 71.8 25.1 703.5
A07 36.87 3 167.3 79.3 90.9 65.6
A08 36.77 3 168.2 78.6 67.1 109.0
A09 36.6 4 213.2 81.5 16.5 115.9
B01 36.5 4 237.7 73 48.4 14.4
A10 36.45 4 44.5 84.6 32 31.5
A11 36.3 4 26.0 80.1 16.5 116.1
B02 36.2 4 189.2 79.3 2.7 4177.5
A12 36.1 3 216.4 77.3 122.6 43.4
B03 35 4 252.8 66.9 18.7 89.8
B04 33.7 4 311.2 66.2 20.2 77.6
B05 32.3 4 210.6 75.7 40.4 20.2
B06 23.1 4 211 83.6 15.4 132.8
B07 19.4 4 277.3 80.2 24.9 51.5
B08 16.5 4 345.1 64.9 30 35.7
B09 13.9 4 250 79.8 30.6 34.4
B10 11.2 4 208.9 62.9 14.3 153.3

Table 7.3 Site mean directions determined by great-circle remagnetization analysis for
samples from the Camp Cove section. N is the number of great circles fitted at each site; Dec
and Inc are the inferred final declination and inclination; α95 and k are the 95% confidence
semi-angle and estimated precision parameter produced by the algorithm of McFadden and
McElhinny (1988). Due to the small number of samples, the confidence angles are probably
unrealistically small. All great circles were fitted from the 25–200°C demagnetization steps.
No direction was determined for site a05 since only two of its samples were successfully
demagnetized (see text for details).



Palaeomagnetic results 221

Mean direction for site A01 Mean direction for site A06 Mean direction for site A09

Mean direction for site B02 Mean direction for site B04 Mean direction for site B07

Mean direction for suite A Mean direction for suite B

Figure 7.14 Site mean directions and formation mean directions for suite a and suite b at the Camp Cove section.
On site mean plots (top and middle), square points show demagnetization steps, round points show site means,
lines show best fit great circles, and small circle around site mean shows the largest distance to any of the great
circles. On formation mean plots (bottom), squares points show site means, round points show formation means,
and small circles show Fisher 95% confidence regions.
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The site mean directions, as determined by great-circle intersection, all
lay in the lower hemisphere, indicating a reversed geomagnetic field during
deposition. Table 7.3 (p. 220) shows details of the Camp Cove site mean direc-
tions. Figure 7.15 (p. 223) and figure 7.16 (p. 224) show the inclinations and
declinations of the site mean directions, as well as the palaeocurrent directions
inferred from ams, overlaid on the graphic logs shown previously.

7.5.2.3 Camp Cove formation mean directions

I have chosen to calculate formation mean directions separately for suite a
and suite b, since their site mean directions appear to form two fairly dis-
tinct, though closely spaced, clusters. Below, I discuss possible reasons for this
appearance of two different directions in stratigraphically overlapping suites
of samples.

Suite Declination Inclination α₉₅ k

A 173.2 83.3 8.1 32.8

B 253.7 78.8 9.2 28.7

Table 7.4 Formation mean direction s for Camp Cove

The formation mean directions, calculated using Fisher (1953) statistics, are
shown in table 7.4. These directions, and the site mean directions from which
they are derived, are shown in figure 7.14 (p. 221).The inclinations of the poles
are both in good agreement with the known tectonic constraints in the latest
Cretaceous and earliest Palaeogene (Cook et al., 1999), which put the latitude
of Campbell Island at approximately 70–75° South.

The declinations of the formation mean directions must be interpreted
with caution, since the high inclinations mean that even small directional
errors can result in large variations in declination. At site A, the Fisherian
95% confidence circle encompasses the pole, meaning that technically no con-
straints on the declination at all can be established at the 95% confidence level.
However, a northward-pointing declination would require an almost vertical
inclination, which would give a tectonically impossible latitude (>85°), so it
is reasonable to conclude that the true palaeopole lies in one of the southern
quadrants.
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h (m) Site Lithology InclinationDeclination Palaeocurrent

Figure 7.15 Site mean directions on the Camp Cove log, part 1
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Figure 7.16 Site mean directions on the Camp Cove log, part 2
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The mean declination of the suite a palaeopole is in reasonable agreement
with the known tectonic constraints: although the mean declination of 173.2°
would imply a much smaller rotation than the >40° determined by Sutherland
(1995), the expected declination and inclination are well within the 95% con-
fidence interval.

The declination of the suite b palaeopole is more difficult to account for:
the mean direction is almost due west, far from the expected south-eastern
quadrant, and the confidence interval is too small to contain the expected direc-
tion. One possible explanation for this anomaly is an error in themeasurement
of the bedding orientation: no clear bedding structures were evident in the
Garden Cove Formation at Camp Cove, so I used the measured bedding atti-
tude of the overlying Tucker Cove Formation to correct the directions. If there
is a slight angular unconformity between these formations at Camp Cove, this
would produce an error in the Garden Cove Formation site mean directions;
due to the high inclinations, only a slight bedding error would be sufficient to
alter the declination by a large amount.

7.5.3 Palaeomagnetism of the Limestone Point section

In this section I present the demagnetization behaviours and mean directions
from the Limestone Point suites (c and d).

7.5.3.1 Limestone Point demagnetization behaviours

The Limestone Point samples comprise two suites, c and d. The demagnetiza-
tion data from suite c were difficult to analyse, for a number of reasons. Firstly,
like all the sediments studied in this thesis, they had weak remanent magnet-
izations: excluding the dyke at site 9, the mean nrm intensity was 330 μA/M.
Secondly, they were the first samples I analysed in the course of this thesis, and
at the time of the study I had not developed the software tools and protocols for
treatment of weak samples which I describe in chapter 4. The high noise levels
in the suite c data prompted me to develop the methods which I applied to
subsequent palaeomagnetic studies; unfortunately the methods could not be
applied retrospectively to suite c, since they require extra measurements dur-
ing the demagnetization process. Thirdly, I only demagnetized three samples



226 Campbell Island

temp. dec. inc. int. m.s.
25 10.9 -67.5 2.22e-02 6.5e-04
59 4.7 -68.0 2.21e-02 5.8e-04
93 7.2 -66.9 2.18e-02 7.1e-04
121 0.6 -68.5 2.14e-02 6.9e-04
149 8.0 -67.3 2.11e-02 6.7e-04
208 355.5 -68.3 1.96e-02 1.2e-03
210 1.4 -67.7 1.94e-02 1.3e-03
240 14.2 -67.6 1.89e-02 1.3e-03
270 7.3 -68.8 1.60e-02 1.3e-03
300 0.8 -69.3 1.59e-02 1.2e-03
330 4.8 -65.9 1.22e-02 1.1e-03
360 359.1 -67.1 1.11e-02 1.1e-03
390 9.0 -66.3 1.02e-02 1.1e-03
420 3.1 -67.0 6.42e-03 1.3e-03
450 8.3 -68.0 4.50e-03 1.7e-03
480 71.3 -83.0 1.54e-03 7.4e-03
510 321.4  36.5 2.28e-03 2.0e-02
540 67.4  35.1 2.11e-03 2.6e-02
570 358.3 -74.7 7.73e-04 2.8e-02
600 97.7 -63.1 1.69e-03 3.3e-02

Sample: C0925.1
Site: C09

temp. dec. inc. int. m.s.
25 338.4 -76.5 1.51e-04 2.1e-05
59 330.2 -75.8 1.51e-04 0.0e+00
93 336.9 -77.9 1.47e-04 8.7e-05
121 348.7 -75.6 1.43e-04 6.5e-05
149 342.8 -68.1 1.36e-04 1.1e-04
208 347.1 -77.2 1.27e-04 1.3e-04
210 343.4 -78.0 1.26e-04 1.3e-04
240 346.4 -78.1 1.08e-04 1.1e-04
270 355.1 -75.5 9.02e-05 1.9e-04
300 12.7 -69.5 7.97e-05 1.5e-04
330 8.0 -72.0 9.88e-05 1.5e-04
360 313.8 -75.3 9.73e-05 1.9e-04
390 35.1 -84.2 6.52e-05 1.9e-04
420 96.5 -69.7 5.47e-05 2.6e-04
450 206.3 -34.8 3.70e-05 6.5e-04
480 179.8 -49.2 1.32e-04 8.0e-04
510 64.0  9.3 9.84e-05 8.2e-04
540 98.6 -11.7 6.67e-04 9.9e-04
570 110.9 -31.4 1.25e-03 1.4e-03
600 154.4 -25.1 5.35e-03 1.8e-03

Sample: C1441.2
Site: C14

temp. dec. inc. int. m.s.
25 307.2 -68.2 7.25e-04 -1.4e-06
59 333.0 -64.9 3.64e-04 -2.2e-05
90 338.0 -66.8 3.58e-04 6.5e-05
120 321.8 -66.7 3.30e-04 4.3e-05
149 321.1 -67.6 3.43e-04 1.1e-04
183 322.9 -68.1 3.30e-04 1.1e-04
210 327.6 -67.8 3.07e-04 8.6e-05
240 318.3 -69.0 2.79e-04 1.5e-04
270 319.0 -68.2 2.44e-04 8.5e-05
300 317.6 -67.5 2.44e-04 8.6e-05
330 329.1 -67.0 2.31e-04 8.6e-05
360 315.8 -72.0 2.09e-04 1.3e-04
390 323.7 -74.9 1.91e-04 1.3e-04
420 304.5 -73.8 1.17e-04 NaN
450 88.5 -60.3 2.98e-05 4.3e-04
480 214.1 -16.0 1.68e-04 5.0e-04
510 21.8 -76.0 2.23e-04 6.2e-04
540 279.0  41.7 4.25e-04 7.1e-04
570 4.5 -24.7 2.53e-03 1.1e-03
600 254.5 -10.9 1.72e-03 1.2e-03

Sample: C1749.1
Site: C17

Figure 7.17 Limestone Point demagnetization behaviours: type so, Projections of the origin-anchored linear pca
fit are overlaid on the Zijderveld plots. The topmost sample (c0925.1) is from the dyke, hence the strong nrm
intensity.
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temp. dec. inc. int. m.s.
25 52.1 -58.7 3.27e-04 6.1e-05
59 45.3 -59.9 3.09e-04 8.6e-05
93 52.0 -57.3 3.32e-04 1.3e-04
121 51.6 -61.6 3.02e-04 1.3e-04
149 47.5 -63.3 2.81e-04 1.1e-04
208 43.7 -59.2 3.01e-04 1.3e-04
210 55.5 -60.4 2.77e-04 1.7e-04
240 57.5 -61.1 2.61e-04 1.3e-04
270 42.3 -69.2 2.10e-04 1.3e-04
300 35.6 -68.6 2.05e-04 1.5e-04
330 0.7 -78.8 1.21e-04 1.1e-04
360 8.9 -70.0 1.76e-04 1.3e-04
390 339.1 -49.2 1.50e-04 1.7e-04
420 19.8 -54.2 1.08e-04 2.2e-04
450 322.9 -34.5 1.68e-04 1.6e-03
480 2.3 -15.1 3.87e-04 2.0e-03
510 270.8 -35.6 1.06e-03 2.7e-03
540 318.4  5.8 9.59e-04 3.7e-03
570 109.8 -29.4 9.54e-04 3.7e-03
600 0.6  14.2 1.45e-03 3.6e-03

Sample: C0207.2
Site: C02

temp. dec. inc. int. m.s.
25 354.2 -66.4 2.08e-04 4.3e-05
59 342.9 -67.5 2.01e-04 1.8e-05
90 338.8 -62.7 2.00e-04 1.8e-05
120 359.0 -68.3 1.62e-04 6.9e-05
149 354.4 -65.8 1.91e-04 1.3e-04
183 355.5 -67.4 1.89e-04 1.0e-04
210 355.0 -66.2 1.78e-04 6.8e-05
240 347.5 -68.2 1.53e-04 1.1e-04
270 12.6 -65.0 1.21e-04 4.4e-08
300 18.7 -60.4 1.11e-04 1.7e-04
330 56.1 -62.3 1.07e-04 2.2e-04
360 105.3 -68.0 8.98e-05 2.8e-04
390 25.2 -23.2 5.08e-05 3.4e-04
420 63.8 -6.8 6.24e-05 NaN
450 289.2 -22.0 2.18e-04 8.4e-04
480 53.3  15.2 1.06e-03 9.3e-04
510 22.1  29.1 1.56e-03 1.2e-03
540 33.4  8.6 1.81e-03 1.2e-03
570 44.8 -1.4 2.86e-03 1.2e-03
600 46.5 -12.4 2.56e-03 1.3e-03

Sample: C1955.2
Site: C19

temp. dec. inc. int. m.s.
25 313.6 -58.9 2.84e-04 6.7e-05
59 310.6 -59.1 2.72e-04 1.1e-04
90 313.5 -60.4 2.61e-04 1.5e-04
120 315.5 -59.9 2.58e-04 8.6e-05
149 322.5 -60.3 2.58e-04 1.3e-04
183 319.0 -59.7 2.56e-04 1.1e-04
210 324.1 -60.4 2.44e-04 4.3e-05
240 325.0 -59.9 2.12e-04 1.1e-04
270 315.5 -65.0 1.78e-04 1.3e-04
300 351.7 -50.5 1.73e-04 8.6e-05
330 25.0 -51.0 1.30e-04 1.1e-04
360 354.8 -72.1 5.89e-05 1.3e-04
390 358.1 -38.6 1.06e-04 1.3e-04
420 25.1 -49.2 7.62e-05 NaN
450 9.5 -20.0 6.75e-05 8.4e-04
480 3.6 -1.1 6.96e-05 1.0e-03
510 349.2 -32.1 8.59e-05 1.2e-03
540 51.6 -31.0 7.97e-05 1.3e-03
570 67.7 -29.4 1.22e-04 1.4e-03
600 23.8  58.6 1.07e-04 1.6e-03

Sample: C2365.1
Site: C23

Figure 7.18 Limestone Point demagnetization behaviours: type sn. Great circles are fitted to the single, non-origin-
directed, component.
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temp. dec. inc. int. m.s.
25 28.2 -52.8 3.96e-05 1.5e-05
50 30.3 -47.6 3.23e-05 -2.8e-05
75 30.5 -50.3 2.94e-05 -1.3e-05
100 30.4 -42.8 2.60e-05 -1.3e-05
125 28.1 -37.0 2.50e-05 4.3e-05
150 29.9 -38.2 2.43e-05 1.5e-05
175 29.5 -34.3 2.40e-05 1.5e-05
200 33.1 -34.7 2.16e-05 -2.8e-05
225 34.2 -36.0 2.20e-05 -1.3e-05
250 31.5 -27.8 2.16e-05 4.3e-05
275 34.6 -20.3 2.06e-05 4.3e-05
300 69.4 -52.4 1.22e-05 -2.8e-05
325 102.1 -58.3 1.49e-05 5.8e-05
350 30.9 -43.2 1.14e-05 1.5e-05
375 99.2 -58.7 9.79e-06 1.5e-05
400 316.7 -23.0 4.45e-06 0.0e+00

Sample: D0103.2
Site: D01

temp. dec. inc. int. m.s.
25 36.6 -75.9 2.60e-05 6.5e-06
50 42.6 -76.3 2.56e-05 0.0e+00
75 43.2 -77.9 2.30e-05 6.5e-06
100 44.6 -75.6 2.23e-05 6.5e-06
125 36.9 -76.1 2.16e-05 4.3e-05
150 47.7 -77.3 2.09e-05 6.6e-06
175 35.3 -75.9 2.07e-05 0.0e+00
200 57.1 -75.4 1.98e-05 3.6e-05
225 28.5 -82.1 1.79e-05 -3.6e-05
250 18.9 -80.1 1.61e-05 6.6e-06
275 40.9 -82.2 1.57e-05 -3.6e-05
300 9.5 -76.9 1.61e-05 6.5e-06
325 218.0 -78.3 7.18e-06 4.3e-05
350 249.3 -77.9 6.87e-06 4.3e-05
375 224.3 -39.5 6.07e-06 1.3e-05
400 230.5 -25.0 5.49e-06 0.0e+00

Sample: D0515.2
Site: D05

temp. dec. inc. int. m.s.
25 68.0 -66.1 1.50e-05 1.5e-05
50 66.2 -65.8 1.41e-05 0.0e+00
75 70.0 -64.6 1.25e-05 1.5e-05
100 80.4 -60.1 1.30e-05 -2.8e-05
125 71.6 -58.6 1.26e-05 0.0e+00
150 82.1 -62.0 1.17e-05 1.5e-05
175 72.7 -53.5 1.13e-05 0.0e+00
200 76.9 -56.6 1.10e-05 2.8e-05
225 82.1 -44.5 9.34e-06 1.5e-05
250 87.5 -37.4 8.61e-06 -2.8e-05
275 87.5 -32.6 7.83e-06 1.5e-05
300 69.0 -24.8 6.67e-06 1.5e-05
325 78.2 -22.8 7.70e-06 4.3e-05
350 121.9 -70.9 2.49e-06 0.0e+00
375 136.0 -44.7 4.31e-06 3.0e-05
400 143.9  54.3 6.68e-06 4.3e-05

Sample: D0616.1
Site: D06

Figure 7.19 Limestone Point demagnetization behaviours, type sn. All samples display a single demagnetization
component starting at 25°C and ending at 275–400°C. Best-fit great circles are shown, fitted to the single component.
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temp. dec. inc. int. m.s.
25 17.2 -64.4 1.73e-04 8.6e-05
59 19.0 -40.1 2.02e-04 8.6e-05
93 18.7 -39.4 2.04e-04 4.3e-05
121 19.3 -52.7 1.52e-04 7.5e-05
149 9.9 -52.7 1.38e-04 8.6e-05
208 38.7 -42.7 1.78e-04 8.6e-05
210 10.3 -52.6 1.55e-04 1.3e-04
240 356.9 -55.9 1.49e-04 1.3e-04
270 36.5 -44.8 1.49e-04 1.6e-04
300 35.0 -41.9 9.23e-05 1.6e-04
330 6.3 -71.6 7.18e-05 8.6e-05
360 355.5 -50.6 1.07e-04 1.6e-04
390 16.9 -57.0 1.22e-04 2.5e-04
420 312.6 -40.2 5.84e-05 2.6e-04
450 203.1  42.9 6.67e-05 1.1e-03
480 286.6 -18.5 3.69e-04 2.0e-03
510 25.4  3.2 3.99e-04 2.5e-03
540 25.4 -34.3 3.59e-03 2.5e-03
570 58.7  7.1 1.30e-03 2.4e-03
600 300.8  55.6 7.68e-04 2.4e-03

Sample: C1130.3
Site: C11

temp. dec. inc. int. m.s.
25 14.6 -53.6 1.41e-03 9.8e-06
59 41.5 -55.4 2.27e-04 4.9e-06
90 62.6 -67.9 2.38e-04 1.2e-04
120 7.1 -41.3 1.49e-04 8.6e-05
149 14.1 -57.7 2.01e-04 1.3e-04
183 14.9 -56.7 2.35e-04 9.1e-05
210 17.1 -55.9 1.90e-04 8.6e-05
240 22.6 -61.3 1.87e-04 3.0e-04
270 345.2 -61.2 1.71e-04 4.4e-04
300 323.1 -44.1 2.38e-04 1.7e-03
330 70.7 -37.9 3.07e-04 1.8e-03
360 193.3 -67.9 2.52e-04 2.0e-03
390 98.0 -57.7 2.19e-04 1.8e-03
420 57.4 -20.6 3.55e-04 NaN
450 123.9  1.2 2.71e-04 5.5e-03
480 86.8 -18.4 3.91e-04 6.4e-03
510 8.0 -24.3 7.93e-04 4.8e-03
540 1.3 -7.3 1.28e-03 5.4e-03
570 75.7  41.5 1.65e-03 5.2e-03
600 58.5 -2.7 1.57e-03 5.5e-03

Sample: C1543.1
Site: C15

temp. dec. inc. int. m.s.
25 306.2 -34.7 4.15e-05 0.0e+00
59 309.8 -64.6 1.69e-05 1.3e-05
90 270.4 -50.7 3.06e-06 3.2e-05
120 17.2  51.2 6.26e-06 4.5e-05
149 292.6 -49.0 8.01e-05 0.0e+00
183 350.3 -18.4 2.82e-05 -3.0e-05
210 238.3 -28.6 1.01e-05 4.5e-05
240 205.3 -44.3 5.47e-05 7.5e-05
270 6.8  0.6 2.20e-05 1.4e-05
300 130.5  19.4 1.12e-05 -1.1e-05
330 272.3 -74.6 2.79e-05 4.5e-05
360 339.8 -27.3 4.68e-05 -4.1e-05
390 296.4 -76.4 2.76e-05 1.5e-06
420 199.4  23.7 2.67e-05 6.4e-05
450 202.2  13.3 1.81e-05 6.4e-05
480 217.5 -26.2 4.28e-05 8.9e-05
510 142.3  76.0 1.08e-03 1.1e-04
540 204.9 -16.9 5.22e-05 7.6e-05
570 176.5 -50.6 2.88e-05 1.1e-04
600 114.0  58.7 2.04e-05 1.5e-04

Sample: C2878.1
Site: C28

Figure 7.20 Limestone Point demagnetization behaviours: type nt. No clear demagnetization trends are visible.
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per site; when applying great-circle remagnetization analysis, this is the min-
imum number required to determine a site mean direction. Thus if any of the
three samples from a site is uninterpretable, no direction can be determined.
For suite d, the new protocols proved effective and all the samples yielded use-
ful data.

I classified the demagnetization behaviours of the 103 Limestone Point
samples into one of three types. The general characteristics of these types are
described in more detail in section 7.5.1.

Type so: single component, origin directed

This behaviour was shown by 14% (14⁄103) of the samples. These samples have a
highly inclined, north-directed nrm, demagnetizing towards the origin. I inter-
preted this as the superposition of a normal depositional remanent magnetiz-
ation (or, in the case of the samples from site c09, within the dyke, a thermal
remanentmagnetization) and a viscous overprint from the present-day normal
chron. I determined directions from these samples using anchored linear pca.
Figure 7.17 (p. 226) shows examples of so-type demagnetization behaviour in
Limestone Point samples.

Type sn: single component, not origin directed

This behaviour was shown by 59% (61⁄103) of the samples.
Their demagnetization trend is usually apparent up to around 200–350°C,

beyond which it is succeeded by random behaviour, which I attributed to heat-
ing-inducedmineral alteration.Theonly exceptionwas sample d0515.2, where
the demagnetization trend continued all the way to the final heating step of
400°C. The samples all had an upward-pointing nrm; with successive heating
steps, the magnetization vector moved downward, usually with relatively little
change in the horizontal components. I analysed these samples using the great-
circle remagnetization technique. Figure 7.18 (p. 227) and figure 7.19 (p. 228)
show six examples of sn-type demagnetization behaviour.

Type nt: no discernible trend

Type nt behaviourwas shownby 27% (28⁄103) of the samples. All suite c samples
from sites c26–c28, in the limestone of the Tucker Cove Formation, showed
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Set Polarity Dec. Inc. α₉₅ k

C R 166.6 69.7 7.1 61.9

C N 339.8 −75.9 6.8 1355.6

D R 201.5 74.2 7.4 67.5

Table 7.5 formation mean directions for Limestone Point

this behaviour, almost certainly due to their low natural remanence (mean
intensity 66 μA/m) and the less sophisticated experimental protocol. (By com-
parison, suite d samples from the same lithology were all successfully analysed
as type sn with the new protocol.) I did not attempt to perform any palaeo-
magnetic analysis on nt-type samples. Figure 7.20 (p. 229) shows examples of
nt-type behaviour.

7.5.3.2 Limestone Point site mean directions

Table 7.6 shows details of the site mean directions at Limestone Point. Fig-
ure 7.23 (p. 235) shows examples of the determination of site mean directions
by intersecting great-circle remagnetization paths. Figure 7.21 (p. 232) and fig-
ure 7.22 (p. 233) show the inclinations and declinations of the site mean dir-
ections on a graphic log, as well as the palaeocurrent directions inferred from
ams for the samples near the top of the section.

7.5.3.3 Limestone Point formation mean directions

At Limestone Point, as at CampCove, the sitemean directions of the two suites
from this section appear to cluster around slightly different directions, so I have
once again calculated two formation mean directions. The formation mean
directions are listed in table 7.5 (p. 231).

7.5.4 Field tests for palaeomagnetic stability

To verify that the directions I determined did indeed correspond to primary
remanences, I carried out two types of well-established field test on them.
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Site H (m) Fit N T₁ (°C) T₂ (°C) Dec. Inc. α₉₅ k
d07 13.40 c 4 25 275 219.8 69.2 22.1 65.2
d06 12.90 c 4 25 225 228.6 78.5 10.1 307.9
d05 12.40 c 4 25 225 183.2 78.5 19.7 81.3
d04 11.90 c 4 25 225–275 196.6 56.1 14.2 155.4
d03 11.40 c 4 25 225 164.7 80.4 19.9 79.6
d02 10.90 c 4 25 225 205.5 76.7 6.7 688.1
d01 10.40 c 4 25 225 199.6 75.2 1.8 9518.9
c23 8.75 c 3 25 270–330 158.5 65.6 25.0 712.3
c21 8.23 c 3 25 330–390 144.3 64.7 62.7 123.2
c20 7.97 c 3 25 300–330 134.3 59.6 35.7 150.4
c19 7.63 c 3 25–60 330–390 191.1 73.1 22.4 879.6
c18 7.18 f 3 25 330–360 344.1 −77.1 14.3 75.7
c17 6.74 f 3 25–60 270–420 336.2 −74.7 7.0 314.8
c14 4.57 c 3 25 300 197.8 69.8 39.9 286.3
c12 3.17 c 3 25 210–300 169.9 64.0 98.5 58.1
c07 1.84 c 3 25–149 270–300 178.0 75.8 7.2 8437.6
c03 1.41 c 3 25 270–330 191.0 73.2 61.0 129.1

Table 7.6 Site mean directions for samples from the Limestone Point section. ‘Fit’ gives the method used to
determine the site mean direction: ‘c’ for remagnetization great circles analysis, ‘f’ for Fisherian mean of origin-
anchored linear pca fits. N is the number samples used to determine the site mean direction; Dec and Inc are
its declination and inclination; α95 and k are the 95% confidence semi-angle and estimated precision parameter
produced by the formulae of Fisher (1953) or McFadden and McElhinny (1988). T1 and T2 are respectively the
ranges of minimum and maximum temperature steps used for the site mean direction determinations at a site.
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Mean direction for site C17 Mean direction for site C21 Mean direction for site C23

Mean direction for site D01 Mean direction for site D04 Mean direction for site D06

Mean directions for suite C Mean directions for suite D

Figure 7.23 Illustrative site mean directions and formation mean directions for suite c and suite d at Limestone
Point. On site mean plots (top and middle), square points show demagnetization steps, round points show site
means, lines show best fit great circles, and small circle around site mean shows the largest distance to any of the
great circles. On formation mean plots (bottom), squares points show site means, round points show formation
means, and small circles show Fisher 95% confidence regions.
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7.5.4.1 Reversals test on Limestone Point poles

Since the lower Limestone Point section (suite c) shows two polarities, it is pos-
sible to perform a reversals test (Cox and Doell, 1960) to indicate whether the
remanence is primary.Themagnetic field of the earth, averaged over periods of
thousands of years, corresponds to a geocentric axial dipole (gad). Thus, with
a sufficient number of samples to average out secular variation, the reversed
directions from a section should point in the opposite direction to the nor-
mal directions, to within a reasonable confidence interval. I reflected the mean
reversed palaeopole into the upper hemisphere and used the standard formula

arccos(sin 𝑖 sin 𝑖 + cos 𝑖 cos 𝑖 cos(𝑑 − 𝑑)) (7.1)

to calculate the angular distance between the poles.The formula gave a distance
of 6.0°, within the 95% confidence intervals of both the reversed (6.3°) and
normal (6.8°) pole. The data thus passes the reversals test. It is true that the
normal pole is only represented by two data points. However, this would be
more likely to increase than to decrease the deviation from dipolarity, since a
small data set is more influenced by secular variation.

7.5.4.2 Fold test

Since the sediments of Campbell Island have been domed upward by Neogene
volcanic activity, the sections at CampCove and Limestone Point have different
bedding orientations: the Camp Cove beds dip 14° with a down-dip azimuth
of 2°, and the Limestone Point beds at 8° towards 272°. This difference in bed-
ding attitude allows a fold test (Graham, 1949) to be applied to the combined
collection of site directions from the two sections. In a fold test, samples are
taken from two equivalent-age but differently oriented sections; the distribu-
tion of the sitemean directions is then examined before and after correction for
bedding orientation (usually referred to as ‘unfolding’). The directions should
cluster more tightly in the configuration in which the remanences were origin-
ally acquired: if they are primary remanences, they should cluster more tightly
after unfolding.

While the principle of the fold test is intuitive, some statistical work is
required to apply it quantitatively and assign a confidence level to the claim
that the clustering is significantly better in one configuration or the other. In
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this case I used the technique described by Tauxe and Watson (1994), which
uses nonparametric bootstrap statistics like those described in section 2.2.1.2
(p. 25) to produce confidence intervals. I applied the test using the ‘foldtest.py’
program from the PmagPy suite described by Tauxe et al. (2010).

Because of the apparent difference in formation mean directions between
theTuckerCove Formation andGardenCove Formation samples at Limestone
Point (figure 7.23, p. 235), I applied the fold test separately for the two forma-
tions. Figure 7.24 shows the results.

For the Tucker Cove formation, the test is entirely inconclusive: the 95%
confidence interval for the optimal degree of unfolding runs from −10% to
137%. This range is skewed slightly towards the fully unfolded (100%) end of
the scale, but no conclusions can be drawn from it.

The fold test on the Garden Cove formation is slightlymore useful: the con-
fidence interval of 19% to 100% covers a wide range, but definitely excludes the
possibility of entirely post-folding remanence acquisition and (barely) includes
the possibility of entirely pre-folding remanence acquisition. It thus supports,
albeit weakly, the proposition that the remanence is primary.

7.6 Magnetostratigraphy

I constructed a composite stratigraphy from the two sampled sections, and
combined the polarity data with known biostratigraphic constraints. Fig-
ure 7.25 shows this stratigraphy. Ages are constrained by biostratigraphic data
from Hollis et al. (1997) and the 2007 expedition. Some of the assignments of
magnetozones to polarity chrons are tentative.

Garden Cove Formation

The top of the Garden Cove formation has been constrained as Danian, prob-
ably older than 61.7Ma, based on the last occurrence of the dinoflagellate cyst
Palaeoperidinium pyrophorum (Chris Hollis, pers. comm. 2011). Since the top
of the Garden Cove Formation yielded reverse magnetized samples, this gives
the possibility of c27r or c28r as the corresponding chron. I selected c28r as
this allows the normal chron c29n to be correlated both to the normal zone at
Limestone Point and to an unexposed part of Camp Cove, which in turn can
tie the stratigraphy to the K-Pg boundary at that section.
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At Camp Cove, the biostratigraphically constrained position of the K-Pg
boundary at just above 28m allowed the lower part of the section to be iden-
tified with the c29r chron. The long duration of the c30n chron, and the very
short reversed chron between it and the c31n chron, make it unlikely that a
normal magnetozone has been missed, despite the sparse sampling. The K-Pg
boundary falls in an 8m gap where no palaeomagnetic sampling was possible.
I infer the existence of a normal magnetozone corresponding to c29n between
the K-Pg boundary and the first sample above it (b05, reversed), which I also
correlate with the normal zone at Limestone Point. The reversed zone contin-
ues from b05 up to the top of the Garden Cove Formation at Camp Cove, and
I correlate it with c28r.

Tucker Cove Formation

The base of the Tucker Cove Formation has been dated biostratigraph-
ically as Mangaorapan (Early Eocene) in Perseverance Harbour and
Mangaorapan–Heretaungan (Early Eocene to early Middle Eocene) on west-
ern Campbell Island (Hollis et al., 1997). A maximum age limit is given by
the presence of the dinoflagellate cyst Charlesdowniea coleothrypta, with a first
occurrence at about 52.2Ma (Gradstein et al., 2004). At both sections, the
sampled thickness of the Tucker Cove Formation was entirely reversed, and
I have assigned it to the c22r chron. There is, however, a possibility that the
reversed zone may represent the topmost part of c23r. I chose c22r on the
grounds that it provides a much greater length of time than the approximately
200 kyr between the first occurrence of C. coleothrypta and the start of c23n.

7.7 Conclusions and further work

In this section I briefly summarize the findings of the chapter and their imme-
diate implications; broader discussion is deferred to the next chapter. I also
suggest ways in which the work could be extended.

7.7.1 Conclusions

Sedimentation rates

The magnetostratigraphy allows some inferences about sedimentation rates.
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The bottom part of the Camp Cove section was deposited between the start
of c29r at 65.861Ma and the K-Pg boundary 65.5Ma, giving a minimum sed-
imentation rate of around 47mm/ka. Above the K-Pg boundary, the top of
the Garden Cove Formation is constrained to c28r, giving a much lower sed-
imentation rate of around 7–8mm/kyr at Camp Cove. This figure, however,
only gives a minimum mean sedimentation rate, corresponding to deposition
occurring right up until the end of the c29r chron. It is possible that deposition
ceased before the end of this chron and that the actual deposition rate was thus
significantly higher. The identification of the c29n chron at Limestone Point
provides an additional constraint on the sedimentation rate. Since the bottom
of the chron was not identified with certainty, the mean rate may be anywhere
between ~1mm/kyr and ~4.4mm/kyr. Even the upper end of this range, how-
ever, is well below the estimate for the Cretaceous Garden Cove Formation
from the Camp Cove section.

For the Tucker Cove Formation, the sampling at Limestone Point gives a
minimum sedimentation rate of 3mm/kyr if the identification of the magneto-
zone with the c22r chron is correct; if it is assigned to the portion of c23r after
the first occurrence of C. coleothrypta, a higher minimum bound of around
13mm/kyr is produced. Since the top of the magnetozone was not located,
these are once again only minimum rates.

Tectonic setting

The latitude of Campbell Island in the early Palaeogene was around 60–75°S
(Cook et al., 1999), giving an expected gad field inclination of around 74–83°.
The inclinations of the calculated formation mean directions are mostly fall
within this range, although the inclination of suite c (69.7°) is slightly lower
than expected. The range of declinations is more puzzling: given the anticlock-
wise rotation of the region at around 1°/Myr through much of the Cenozoic
(King, 2000b), reversed mean directions would be expected to be in the south-
east quadrant; this is the case for suites a and c, but the declinations for suites
b and d would be more consistent with clockwise rotation. I discuss these dis-
crepancies in more detail in chapter 8 (section 8.4, p. 275).
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Palaeocurrent

The ams measurements provide a long record of palaeocurrent flow through
the upper Garden Cove Formation and lower Tucker Cove Formation. The
suite a and suite b measurements imply consistently directed (at timescales
of >10 kyr) current flow through the latest Cretaceous and earliest Palaeocene,
with gradual changes in flow direction through the section. At the unconform-
ity between the two formations, ams directions showed random orientation,
suggestive of either a cessation of flow or significant bioturbation. The second
explanation seems more likely, since the ams foliation was noticeably disrup-
ted: simple cessation of current flow should remove the ams lineation, but
retain a bedding-parallel foliation.

In the lower Tucker Cove Formation, ams directions were determined at
both the sections, giving the opportunity to compare them. As can be seen in
figure 7.25, the Tucker Cove Formation directions are different at Limestone
Point and Camp Cove. The most likely explanation for this is simply that the
Camp Cove ams data are simply stratigraphically lower than those at Lime-
stone Point, and that the almost north-south direction determined from the
D-series Limestone Point samples represents a further evolution of the direc-
tions at the top of the Camp Cove section, rather than a contradiction of them.
It is interesting that the younger ams data at Limestone Point are more stable
than those obtained from the older samples at CampCove. From this it appears
that there was significant fluctuation in bottom-water currents immediately
after the unconformity, later giving way to a more stable system.

7.7.2 Further work

While the studied sediments were weakly magnetized and their demagnetiza-
tion paths short, great-circle analysis proved successful in most cases. The site
mean directions determined at Campbell Island were in general more reliable
than those at Fairfield Quarry or the mid-Waipara River, and the remainder
of the Tucker Cove and Garden Cove formations offer attractive targets for
magnetostratigraphy. Their exposures have been well-documented and dated
biostratigraphically by previous workers (e.g. Hollis et al., 1997), so magneto-
stratigraphy could easily be integrated with the published work. Palaeomag-
netic work on the Garden Cove Formation may be limited by the coarse-



Conclusions and further work 243

grained nature of its lower part, which may not prserve a depositional mag-
netization. In the upper parts of the Tucker Cove Formation, evidence for
thermal alteration has been reported (Beggs, 1976); this may limit palaeomag-
netic work by imparting a thermoviscous overprint. Great-circle remagnetiza-
tion analysis may still recover depositional remanences from overprinted sites,
but with sufficient temperature and time the original magnetization may be
obscured entirely. However, even these limits leave at minimum tens of metres
of stratigraphic thickness suitable for palaeomagnetic study.
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8 Discussion

There are twoways to understand complicated things as a complicatedmachine.
Either can the master, who has built the machine, show you what he has done
and how the machine works. Or you can investigate every single part and – to
beginwith – understand them individually.Thereafter, youmust also put all the
individual parts together in order to understand how they work in coherence.

– Steno (1665), translated by Hansen (2009)

In this chapter I discuss the rock magnetic and palaeomagnetic results presen-
ted in the preceding chapters, and relate them to previously published data on
Cenozoic marine sediments from Zealandia. I then discuss the implications
of my results for the hypothesis of one or more Palaeogene paraconformities
in the New Zealand region, and for the pre-Oligocene history of Antarctic gla-
ciation. Various aspects of individual results and methods have already been
discussed in the corresponding chapters; this chapter focuses on integrating
those results which are relevant to more than one chapter.

The discussion comprises five major themes: experimental and theoretical
methods and their effectiveness; the palaeomagnetic behaviour of the studied
sediments, and the construction of a model to explain it; the stratigraphies
constructed in the palaeomagnetic investigations; the relationship between the
measured palaeomagnetic directions and the tectonic setting; and, finally, the
implications of the findings for the possibility of Palaeocene unconformities
and pre-Oligocene Antarctic glaciation.

8.1 Rock and palaeomagnetic methods

Various experimental and theoretical techniques were applied in the rock and
palaeomagnetic investigations of the preceding chapters. In this section I dis-
cuss their efficacy and compare their implementations and results with those
described in the published literature.

8.1.1 Magnetic separation

Magnetic separationwas successful in separating glauconitic and non-glaucon-
itic minerals for rock magnetic analysis. It did not, however, succeed in produ-
cing sufficient concentrations of remanence carryingminerals for direct obser-
vation. This failure was largely due to the high paramagnetic susceptibility and
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low magnetite concentration of the samples and to the fact that the remanence
carriers were apparently encapsulated within larger, low-susceptibility grains.
Section 3.5.6 (p. 85) discussed the effect of this lithology on separation, and the
possibility of applying other separation techniques to concentrate the reman-
ence carriers.

8.1.2 Rock magnetic analysis methods

No remanence-carrying minerals were directly observed during the micro-
scope and microprobe studies. This outcome is not unusual when studying
heavily pyritized, weakly magnetic sediments (e.g. Sun and Jackson, 1994;
Wilson and Roberts, 1999; Turner, 2001); in these cases rock magnetic meas-
urements, combined with sedimentological data from direct analyses, have
often proved effective in constraining the magnetic mineralogy sufficiently for
palaeomagnetic interpretation. In this section I summarize the rock magnetic
techniques I have used in this thesis and compare them with the methodology
used in similar previous studies.

8.1.2.1 Isothermal remanent magnetization

Irm acquisition curves have frequently been used in studies of New Zealand
sediments (e.g. Roberts and Turner, 1993; Roberts and Pillans, 1993; Wilson
and Roberts, 1999; Vickery and Lamb, 1995; Turner, 2001). However, unmix-
ing techniques, such as the cumulative log-Gaussian analysis applied through-
out this thesis, have not previously been used, limiting the quantitative inter-
pretation of irm data: when more than one population of remanence carrying
grains is present, reference data such as Hcr values (e.g. Peters and Dekkers,
2003) or type curves (e.g. Symons and Cioppa, 2000) are less helpful, since
such reference data are usually only produced for single minerals. Interpret-
ations of irm acquisition have therefore tended to be semi-qualitative, with
the chief use being to distinguish between ferrimagnetic and antiferomagnetic
minerals, which tend respectively to have relatively low and high remanent
coercivities (e.g. Roberts and Pillans, 1993; Wilson and Roberts, 1999).

Unmixing allows the reference data to be applied to the composite min-
eral assemblages often found in nature. The Heslop et al. (2002) unmixing
technique also has the advantage that remanent coercivity parameters can be
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estimated even for minerals which do not reach saturation; this is particularly
useful for distinguishing between haematite and goethite, which both saturate
well above 1 T (the highest field achievable with many laboratory pulse mag-
netizers) but tend to have distinctively differing coercivity spectra (France and
Oldfield, 2000).Thus, for example, Roberts andTurner (1993) inferred the pres-
ence of ‘an antiferromagnetic mineral, such as haematite or goethite’ from a
sample which did not saturate by 800mT, but could not make a more specific
diagnosis.

While the irm software of Heslop et al. (2002) certainly provided more
quantitative analysis of the irm data in this thesis, it was not a panacea: in par-
ticular, the pyrrhotite component suggested by the unmixed remanent coer-
civity spectra was not confirmed by thermal experiments. Similar mineralo-
gical uncertainties appeared in a paper by Vickery and Lamb (1995), in which
magnetic mineralogy was inferred from irm acquisition curves and demag-
netization characteristics. They reported ‘magnetites and haematite (± goeth-
ite)’ from Palaeocene–Oligocene Amuri Limestone samples; ‘titanomagnetite
± pyrrhotite’ in a Miocene siltstone; and data which ‘suggest[ed] the presence
of both magnetite and pyrrhotite’ from a Pliocene siltstone. These ambiguous
diagnoses demonstrate the difficulty of differentiatingminerals of similar coer-
civity using irm acquisition, even when thermal demagnetization data is also
available. In the Vickery and Lamb (1995) experiments, demagnetization was
undertaken at approximately 50°C intervals, limiting the resolution to which
disordering and alteration temperatures could be determined. My investiga-
tions were helped in this regard both by the use of smaller (usually 25°C)
demagnetization steps and by separate tdms experiments allowing the mon-
itoring of thermal effects at a temperature resolution of around 6°C.

Since doubts have been raised about the validity of clg irm models, I did
not simply match the curve parameters against published values: I re-integ-
rated the individual components into ‘virtual’ irm acquisition curves, which
could then be checked against empirically derived reference curves for various
minerals (section 3.4.2.4, page 60). In section 8.2.1 (p. 253) I discuss in more
detail the ambiguities in interpretation of the unmixed irm data.

8.1.2.2 Thermomagnetic studies

Tdms studies proved extremely useful for all the palaeomagnetic investigations
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within this thesis, as well as for the rock magnetic study of chapter 3. Like irm
studies, tdms studies have proved effective with extremely low concentrations
of magnetic minerals: the dramatic susceptibility increase caused by the Hop-
kinson (1889) effect can allow the identification of the Curie point even when
the room-temperature susceptibility of the mineral is too low to be measured
precisely. Some of the least magnetic samples studied in this thesis were from
the Tucker Cove Limestone on Campbell Island; sample d03, for example had
a saturation irm of 14.5mA/m, corresponding to a magnetite concentration
below 1.4 parts per million8. Nevertheless, its Curie point was clearly visible
on the tdms graph (figure 7.9, p. 209).

There are two main difficulties in the interpretation of tdms data. The first
is the inevitable ambiguity of Curie temperature determinations: a single Curie
(or Néel) temperature may be associated with several minerals. In particular,
iron oxide spinels show continuous variations in Curie temperature with vary-
ing oxidation and cation substitution parameters (figure 3.22, p. 73), from
below room temperature to around 645°C for maghaemite. For this reason
tdms data must be interpreted in conjunction with the results of other types
of analysis.

The second problem is heating-induced mineral alteration, which can be
recognized by a non-reversible susceptibility curve (i.e. a cooling curve which
differs from the corresponding heating curve). Alteration occurred in all tdms
studies in this thesis. This alteration complicates the interpretation of any sub-
sequently observed behaviour, since it is hard to tell whether the behaviour is
due to the original samplemineralogy or to an alteration product. On the other
hand, alteration itself (or lack thereof) can be a valuable diagnostic of miner-
alogy, especially when heating is applied in successive heating-cooling cycles
with increasing peak temperatures (Hrouda, 2003); examples include the inver-
sion of maghaemite to haematite (Verwey, 1935) and the thermal decomposi-
tion of greigite (Dekkers et al., 2000).

While tdms studies alone cannot unambiguously determine mineralogy,
they can significantly constrain the possible range of mineral components;
for example, a complete loss of susceptibility below 675°C excludes not only
haematite but a number of minerals known to alter to haematite upon heat-

8 In making this estimate I assumed a maximum pure-magnetite sirm value of 21 kA/m, as
discussed in section 6.4.1 (p. 169)
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ing (e.g. Henry, 2007). Tdms studies work particularly well as a complement
to irm studies, since it is uncommon for two different minerals to have both a
similar remanent coercivity spectrum and similar disordering/alteration tem-
peratures (Lowrie and Heller, 1982; McElhinny and McFadden, 2000, §3.5.2).

Relatively few palaeomagnetic studies of New Zealand marine sediments
have made use of continuous thermomagnetic experiments, and none appear
to have made use of the stepwise heating technique used in this thesis to con-
strain alteration temperatures. Roberts and Turner (1993), using high-temper-
atureCurie balancemeasurements, were able to infer the presence of greigite in
Neogene sandstones of the Awatere Group. Their results were obtained on sep-
arates (limiting the technique to the three sites for which sufficiently magnetic
separates could be produced), whereas the kappabridge used for this thesis was
sufficiently sensitive that raw, unconcentrated material could be used. Wilson
and Roberts (1999) performed tdms experiments on both bulk samples and
magnetic extracts from Pliocene sediments of the Wanganui Basin, with res-
ults reminiscent of those generally seen in this thesis: initial low susceptibility,
with a much higher susceptibility component produced from thermal altera-
tion.The alteration did not occur in themagnetic extract, indicating that it was
associated with non-remanence carrying components of the mineralogy, prob-
ably clay minerals. Turner (2001) performed thermomagnetic experiments on
Neogene sediments of the Wanganui River Valley using a variable frequency
translation balance, and found an argon atmosphere effective in suppressing
thermal alteration. Measured magnetizations were very weak but were suffi-
cient to rule out the presence of iron sulphides on the basis on Curie point
determination.

Low-temperature techniques were not used in this thesis, but have great
potential for reliable discrimination between several ferrimagnetic mineral
phases. The sirm of magnetite drops sharply at the Verwey (1939) transition at
around 110K, allowing it to be distinguished frommaghaemite (Özdemir et al.,
1993) and titanomagnetite. Pyrrhotite also displays a low-temperature trans-
ition, at around 30K (Dekkers, 1989). Torii et al. (1996) found that thermal
unblocking of a remanence imparted at 5 K enabled reliable detection of both
these minerals in natural samples, even (at least for magnetite) at trace con-
centrations. Greigite exhibits no low-temperature transition (Roberts, 1995).
Although they are not entirely unambiguous (Moskowitz et al., 1998), low-
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temperature magnetization measurements are thus useful for distinguishing
between magnetite, pyrrhotite, and greigite, which all have similar remanent
coercivity spectra and are all potential remanence carriers in pyritized sedi-
ments.

8.1.2.3 Triaxial irm demagnetization

Since the development of the Lowrie (1990) triaxial thermal demagnetiza-
tion technique from the earlier Hirt and Lowrie (1988) biaxial technique, it
has been extensively applied in palaeomagnetic and rock magnetic studies
worldwide. Like the combination of irm acquisition and tdms experiments,
it exploits the fact that minerals with similar coercivities tend to have differ-
ent thermomagnetic behaviours, and vice versa. The technique consists of suc-
cessively magnetizing the sample with three orthogonal dc fields of decreas-
ing intensity, followed by a stepwise thermal demagnetization of this compos-
ite irm. Measurement of the initial magnetization provides, in effect, a very
crude remanent coercivity spectrum; the subsequent demagnetization isolates
the thermal behaviour of the three different coercivity components.

Hounslow et al. (1995), for example, used triaxial thermal demagnetization
to unravel mixedmagneticmineralogies varying lithologies of someNorth Sea
sandstones. Sagnotti et al. (2005) successfully used it to distinguish between
magnetite and an iron sulphide (greigite or pyrrhotite) in a Ross Sea mud-
stone. In New Zealand, the technique has been applied by Roberts and Pillans
(1993) to Pleistocene Wanganui basin sediments, giving evidence of a titan-
omagnetite-dominated magnetic mineralogy. The results from my Fairfield
Quarry samples, presented in figure 3.6 (p. 46), show similarities with many
results from these studies – in particular, the dominance of the low-coercivity
component, and the magnetite or near-magnetite final unblocking temperat-
ure of all the components.

8.1.2.4 Stepwise demagnetization

Although af demagnetization has occasionally been used (e.g. Kennett et al.,
1971; Mumme and Walcott, 1985; Seward et al., 1986)9, most palaeomagnetic

9 Seward et al. (1986), unusually, reported ‘little difference between results achieved with ac [i.e.
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studies of NewZealand sediments have found thermal demagnetization to pro-
ducemore reliable palaeomagnetic directions (e.g. Kennett andWatkins, 1974;
Wright and Vella, 1988; Turner et al., 1989; Roberts and Pillans, 1993; Turner
et al., 2007), to the extent that somemore recent studies (e.g. Turner andKamp,
1990; Roberts and Turner, 1993; Roberts et al., 1994; Wilson and Roberts,
1999) have omitted even pilot experiments with af treatment and proceeded
directly to thermal demagnetization. For all the sites sampled in this thesis,
pilot studies showed better results from thermal demagnetization, despite the
frequent low alteration temperatures, and all the main studies were therefore
conducted using thermal demagnetization. As is common in thermal demag-
netization studies, I measured room-temperature susceptibility after each step
to detectmineral alteration.Themain purpose of this procedure is to assess the
reliability of the magnetic moment measurements, but the susceptibility data
itself constitutes useful rock magnetic data and helps to constrain the miner-
alogy of the samples. Roberts and Turner (1993), for example, noted that the
room-temperature susceptibility of greigite-bearing samples tends to decrease
after heating steps in the 200–350°C range. The lack of this behaviour in my
thermal demagnetization experiments was useful in confirming the absence of
greigite.

8.1.2.5 Microscope and microprobe analysis

No remanence carriers were identified by optical or electron microscopy or
by electron microprobe analysis. This circumstance was due in part to the
ineffectiveness of the separation techniques in concentrating the ferrimagnetic
grains, as discussed in section 3.5.6.1 (p. 85), and in part to the small (sub-
micron) magnetite grain size, as inferred from remanent coercivity spectra.
As in other studies (e.g. Wilson and Roberts, 1999), microscope and micro-
probe analyses were nevertheless useful in providing information about the
mineralogy. Optical microscopy was effective in identifying potential reman-
ence carriers by opacity under transmitted light and brightness under reflected
light, and bulk electron imaging easily picked out the higher atomic weights
of iron compounds from the surrounding silicates. Electron microprobe ana-
lysis was successful in accurately determining the composition of the pyrites in

af] or thermal cleaning’.
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the sample; quantitative assessment of the iron/sulphur ratio was particularly
important in distinguishing paramagnetic pyrite from ferrimagnetic greigite
or monoclinic pyrrhotite. Had any of the sub-micron magnetite grains been
found, however, the accuracy of epma analysis would probably have been com-
promised by the diameter of the electron beam.

8.1.2.6 Sample preparation for rock magnetic analysis

Many of the rock magnetic procedures used in chapter 3 required discrete, ori-
entable samples to be produced from disaggregated separates. There were vari-
ous constraints on the choice of sample mounting system. Firstly, it must be
non-magnetic; that is, its initial nrm, and the artificial remanences induced
by any laboratory procedures, must be negligible compared to the correspond-
ing remanences of the mounted grains. Given the low magnetizations of the
sediments, this was a difficult requirement to meet. Turner et al. (2007) used
plaster of Paris tomountmagnetic grains for irm treatment, andWilson (1961)
used plaster to jacket friable specimens. For my samples, preliminary experi-
ments showed that both plaster of Paris and dental stone held toomuch reman-
ence to be of use. My mounting material also needed to be heatproof. Poly
(methyl methacrylate) (a.k.a. Perspex, Lucite, or Plexiglas) has also been used
to mount separates for rock magnetic analysis (e.g. Collinson, 1977; Wilson
and Roberts, 1999), but my experiments included thermal demagnetization
up to (potentially) 775°C, and the melting point of Poly(methyl methacrylate)
is around 160°C (Smith and Hashemi, 2006). In the end, my solution was to
mould cubes using a paste made from sample grains and sodium silicate solu-
tion, as described in section 3.2.2.2 (p. 37).Thismethod satisfied both themain
requirements of negligible magnetism and good heat resistance.

8.1.2.7 Testing for gyroremanence

In section 6.4.3.1 (p. 177), I considered the possibility that the poor af demag-
netization results may be due to small quantities of greigite, which is known to
acquire a gyroremanent magnetization in an alternating field (Snowball, 1997
and Hu et al., 1998) and has been observed to exhibit this behaviour in New
Zealand marine sediments (e.g. Rowan, 2006; Ohneiser et al., 2008). A strong
grm can usually be recognized as a clear, progressive increase in magnetic
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intensity with increasing demagnetization field (e.g. Snowball, 1997, fig. 8), but
I wished to test for the possibility of a mixed mineralogy producing a minor
grm component overlaid on a stronger overall demagnetization trend.The test
I devised for this, using successive orthogonal uniaxial demagnetizations of
constant field strength, did not show the behaviour expected from a grm.

8.2 Palaeomagnetic behaviours

In this section I discuss the magnetic mineralogy and demagnetization beha-
viours of my samples, and compare them with similar sediments from east-
ern Zealandia. There has been relatively little published work on Palaeo-
gene–Eocene sediments from this region, and my discussion also includes
palaeomagnetic studies from throughout the Palaeogene and Neogene; given
the persistence of regional passive-margin sedimentation throughmuch of the
Cenozoic (Carter, 1988a; King et al., 1999; Cook et al., 1999), the younger sed-
iments should provide useful comparisons with those examined in this thesis.

8.2.1 Magnetic mineralogies in this thesis

Despite the variations in geographical location, lithology, and age, the samples
studied in this thesis were remarkably uniform in magnetic mineralogy, as
determined chiefly by irm acquisition curves and temperature dependence of
magnetic susceptibility.

For all the palaeomagnetic studies, as well as the detailed rock magnetic
study of chapter 3, I analysed the irm acquisition curves using the technique
of Heslop et al. (2002). This technique involves decomposition of the acquisi-
tion curve into cumulative log-Gaussian functions using an expectation-max-
imization algorithm, on the assumption that each log-Gaussian function cor-
responds to a single mineral phase. For most samples in this thesis, this model
gave two strongly overlapping components withmean coercivities at or slightly
above commonly reported values formagnetite.Theharder componentsmight
be interpretable as pyrrhotite, and the temperature-dependent susceptibility
studies were valuable in ruling out this possibility. The Curie temperatures
determined by tdms curves also indicated that the magnetite had suffered neg-
ligible cation substitution and oxidation. However, there is still ambiguity as
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to how the two irm components should be interpreted; there are two main
possibilities:

1. The two components represent two distinct populations of ferrimagnetic
grains, with different mineralogical characteristics leading to different
remanent coercivity behaviour. Dunlop (1986) noted that, for submicron
magnetites, finer grains tend to have higher coercivities, so the two com-
ponents may represent two size fractions.

2. There is only a single population of magnetite grains, and the two com-
ponents are an artefact of the Gaussian model originally proposed by
Robertson and France (1994) and employed by Heslop et al. (2002); this
would imply that a cumulative log-Gaussian function is not always suffi-
cient to describe the irm acquisition of amineral phase.Heslop et al. (2002)
gave caveats about the accuracy of clg fitting when (as in this case) there
is extensive overlap between the components, and Egli (2003) questioned
the universal applicability of clg irm modelling.

The most direct and reliable way to settle this ambiguity would be direct obser-
vation and analysis of individualmagnetite grains.Thismethod proved imprac-
tical, due mainly to the very low concentrations of remanence carriers and the
ineffectiveness of magnetic separation in concentrating them, as discussed in
section 3.5.6.1. On balance, it seems more likely that the two-component fit
is an artefact of the model rather than a reflection of the mineralogy. For pur-
poses of palaeomagnetic interpretation, it is sufficient to know that most or
all of the remanence is carried by magnetite, or by a iron spinel oxide close
in composition (and hence in magnetic properties) to magnetite: such a min-
eralogy strongly implies a detrital origin, since magnetite is unlikely to form
authigenically under reducing conditions.

Both the thermal demagnetization and tdms studies were valuable in
excluding pyrrhotite and greigite, which have been reported in other marine
sediments from south-eastern Zealandia (e.g. Roberts and Turner, 1993; Ship-
board Scientific Party, 1999), andmight be expected at least in the Fairfield sedi-
ments due to the presence of pyrite (Snowball andTorii, 1999). Since pyrrhotite
and greigite have similar remanent coercivity spectra to magnetite (Peters and
Dekkers, 2003), the irm studies alone do not distinguish them reliably: in
the absence of other data, the harder irm component could be attributed to
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pyrrhotite or greigite. Thermal studies resolve this ambiguity: pyrrhotite has a
Curie point of around 320°C and greigite breaks down at around 200–250°C
(Torii et al., 1996), so their presence should be easily detectable by both step-
wise thermal demagnetization and tdms studies. None of the thermal studies
in this thesis indicated their presence.

8.2.2 Comparisons of magnetic mineralogy

A notable feature of the sediments studied in this thesis is that iron sulphide
minerals do not appear to be significant as remanence carriers. This obser-
vation contrasts with several previous studies of similar Neogene sediments
(e.g. Roberts and Turner, 1993; Rowan and Roberts, 2005; Rowan and Roberts,
2006; Rowan and Roberts, 2008; Ohneiser et al., 2008), where greigite and
pyrrhotite have acted as significant palaeomagnetic recorders. Roberts and
Turner (1993) and Turner (2001) noted that greigite and pyrrhotite are chiefly
associated with fine-grained mudstones with low permeability. The inferred
cause of this association is that greigite and pyrrhotite form as intermediate
products during the pyritization process. In non-permeable sediments, pyritiz-
ation is arrested by a lack of hydrogen sulphide, caused in turn by the inability
of pore-water sulphate to diffuse down to the zone of pyritization; conversely,
in siltstones and mudstones, an adequate hydrogen sulphide supply allows the
conversion of all the available iron into pyrite. Complete pyritization appeared
to have taken place in the sandy mudstones and muddy sandstones of Wilson
and Roberts (1999) and in the siltstones of Turner (2001), none of which con-
tained magnetic iron sulphides. Roberts and Turner (1993) reported strong
greigite magnetizations in their fine mudstone samples; in their siltstone and
sandstone samples, where the pyritization had progressed to completion, the
nrm was much weaker, and was found to be carried mainly by detrital ferri-
magnetic iron oxides. However, Vickery and Lamb (1995) inferred (from irm
data) the presence of both magnetite and pyrrhotite in Miocene and Pliocene
siltstones, suggesting that silt/sand grain size does not always guarantee com-
plete pyritization.

The sediments studied in this thesis have similar characteristics to the Neo-
gene Wanganui basin sediments of Turner (2001): weak nrm; moderate sus-
ceptibility suggestive of a large paramagnetic component; a low concentration
of remanence carriers, leading to difficulty in identifying them directly; a lack
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of remanence-carrying iron sulphides; soft remanent coercivity spectra; and
high disordering temperatures.

It appears from the lack of pyrrhotite and greigite that most of the mud-
stones and siltstones studied in this thesis underwent complete pyritization.
To some extent, this simplifies the interpretation of their palaeomagnetic
data: since iron sulphides can form long after deposition (Rowan et al., 2009),
they necessitate great care in magnetostratigraphic interpretation. Iron spinel
oxides can, in a reducing environment, be more safely assumed to be detrital,
and dissolution of most of a magnetite population has been found not to affect
the direction of the nrm (Karlin andLevi, 1985).On the other hand, the almost-
complete dissolution of the detrital remanence carriers, and the lack of other
remanence carriers, leads to nrmswhich are veryweak and difficult tomeasure
accurately. It also raises the question of how the sparse remaining remanence
carriers were able to survive: since there was evidently ample hydrogen sulph-
ide for pyritization, how did any magnetite remain? I address this problem in
section 8.2.6.

One useful analogue for the glauconitic sandstones and siltstones is the
Oligocene Kokoamu Greensand directly above the Marshall Paraconformity,
studied by Tinto (2010) and Dagg (2010). The unit is highly bioturbated and
contains glaucony concentrations varying between 10% and 90%. Irm acquisi-
tion experiments by Tinto (2010) showed a dominant low-coercivity compon-
ent, which was (with the aid of additional magnetic susceptibility and arm
measurements) inferred to be single-domain magnetite. Dagg (2010) conduc-
ted tdms experiments whose results were also consistent with a dominant
magnetite (or possibly maghaemite) component. Like most of the tdms res-
ults in this thesis, those of Dagg (2010) showed dramatic (fourfold or greater)
increases in room-temperature susceptibility after heating, indicating the form-
ation of a new ferrimagnetic phase. As for most of my samples, the altered
samples tended to show a clear but broad Hopkinson peak in the 400–500°C
range. Dagg (2010) established that the source for this alteration product was
not the glauconitic component of the sediments, and inferred that pyrite was
the most likely candidate.

The most obvious analogue for the Tucker Cove Formation is the wide-
spread Amuri Limestone, of which it is a equivalent (Cook et al., 1999), albeit
with some variation in age. Vickery and Lamb (1995) studied Late Palaeocene
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Amuri Limestone and inferred the presence of both magnetite and haematite
(with possible goethite) from irm acquisition and thermal demagnetization
experiments. My limestone samples did not show any similar high-coercivity,
high-temperature components, except in the single case of sample d03 from
Limestone Point, where irm acquisition indicated a minor haematite compon-
ent which was not corroborated by tdms experiments. The Early Oligocene
Otekaike Limestone examined by Tinto (2010) was also found to have a mix-
ture of low- and high-coercivity magnetic components.

8.2.3 The role of glaucony

A major goal of my rock magnetic studies was to investigate the relationship
between glaucony and remanent magnetism. The results showed that, while
glaucony has a significant influence in rock magnetic experiments, the glauc-
onitic grains themselves are not associated with remanence-bearing minerals.
This observation simplifies the palaeomagnetic interpretation of glauconitic
sediments: since glauconitic grains form authigenically over time periods of
up to 1Ma (Odin and Matter, 1981), a remanence carried by a glauconitic
grain would require careful interpretation, involving the maturity and origin
(autochthonous or allochthonous) of the grains. However, since the glaucony
does not carry remanence, it has the effect of weakening the nrm, making it
more difficult or potentially impossible to measure with sufficient accuracy for
a palaeomagnetic study.

While high glaucony concentrations do not affect the interpretation of
palaeomagnetic data, they do complicate rock magnetic experiments, as dis-
cussed in section 3.5.5 (p. 84). A significant problem is in the application of
parameters and biplots, such as the widely used ‘King plot’ (King et al., 1982),
which require the assumption that the susceptibility of a sample is dominated
by its remanence carriers, and that the contribution of the paramagnetic com-
ponents to the overall susceptibility is negligible. For many natural samples,
this is indeed the case, but the assumption is often made implicitly, and some-
times in cases where it does not hold (Yamazaki and Ioka, 1997). For highly
glauconitic (and thus highly paramagnetically susceptible) samples with very
low concentrations of remanence carriers, it does not hold. Tinto (2010) and
Dagg (2010) both used the King et al. (1982) plot for magnetic grain size
determination of glauconitic Oligocene sediments from southern New Zeal-
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and, and concluded that the estimated grain size had been significantly influ-
enced by the strong paramagnetic component. Similar problems occurred in
the application of the mineralogy biplot of Peters and Thompson (1998) to the
same sediments.

8.2.4 Demagnetization behaviours

Throughout the thesis, the samples I analysed showed common features ofmag-
netic behaviour. Nrms were low, in the 10−5–10−4A/m range, and demagnet-
ization showed that they were dominated by an overprinted secondary com-
ponent. The mean direction of the secondary component was always close to
that which would be expected from a normal gad field at the site’s present
location, implying that it is a viscous overprint imparted by the current nor-
mal chron. Demagnetization paths were noisy, and a significant proportion
of samples at each site failed to yield reliably interpretable demagnetization
data. Mineral alteration and low magnetization obscured the final compon-
ent, except in the case of the few normally magnetized samples fromCampbell
Island. In all other cases, remagnetization great circles analysis was necessary
to recover the detrital remanent magnetization. In a small number of samples,
there were indications of more than two components10, but the very low mag-
netizations and extensive overlap between the components precluded palaeo-
magnetic analysis in these cases.

Demagnetization behaviour types

Throughout the thesis, I classified demagnetization behaviours into one of five
types; table 8.1 summarizes the distribution of these types at each of the studied
sections. It is clear that the most common behaviour type at each section is sn
(single component, not origin directed), which I have in all cases interpreted
as a strong viscous magnetization overprinting a detrital remanence. Thermal
alteration obscures the demagnetization path before the detrital remanence

10 In some cases it can be difficult to distinguish between a three-component magnetization and
a heavily overlapping two-component magnetization. However, a two-component demagnet-
ization path is always confined to a plane; in the few cases where I hypothesizedmore than two
components, the demagnetization path could not be contained in a plane. The interpretation
of these samples is in any case not critical, since no directions were determined from them.
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Section name
Number of
samples

Distribution of behaviour types (%)

so sn mc nt nd

Fairfield Quarry 201 17 60 9 14 0

Mid-Waipara River 80 0 57 24 19 0

Camp Cove 85 0 98 0 0 2

Limestone Point 103 14 59 0 27 0

Table 8.1 Comparison of demagnetization behaviours from the sections studied in this thesis. Beha-
viour codes: so single component, origin directed; sn single component, not origin directed; mcmultiple
component; nt no discernible trend; nd no significant demagnetization

can be observed directly, hence the extensive use of remagnetization great
circles analysis. At CampCove, 98% of the samples displayed this behaviour; at
the other sections, 57–60%did so.The secondmost prevalent behaviour overall
is nt (no discernible trend), which appeared in every section except for Camp
Cove. Note that the higher proportion of nt-type samples at Limestone Point
is in part due to the less precise demagnetization protocols applied during the
magnetization of some of the samples (section 7.5.3.1, p. 225).The great major-
ity of published palaeomagnetic studies on New Zealand sediments describe a
similar population of uninterpretable samples, sometimes comprising amajor-
ity of the analysed material. The results from Camp Cove are unusual in this
regard. Camp Cove is also the only section from which nd-type (non-demag-
netizing) samples were retrieved; since the only two samples with this beha-
viour were from the same site, it was probably due to a localized variation in
mineralogy.

SO-type (single-component, origin directed) behaviour was observed in
some samples from Fairfield Quarry and from Limestone Point, but was inter-
preted differently at each of these sites. At Fairfield Quarry, the direction was
generally inconsistentwith any plausible combination of geomagnetic field and
tectonics since the time of deposition.Many Fairfield so-type samples had low-
inclination demagnetization paths which could not have been acquired at the
high latitudeswhich the area has occupied throughout the Late Cretaceous and
Cenozoic. Further, the direction of Fairfield so-type sampleswas not consistent
with others from the same sampling sites. I therefore considered these samples
uninterpretable. The so-type samples from Limestone Point were different:
they gave a direction corresponding to a normal geomagnetic field as exper-
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ienced at Campbell Island, and showed consistency within sampling sites. Due
to the high latitude and consequent high inclination of the magnetic field, the
present and early-Cenozoic normal field directions experienced at the site are
similar, so it is difficult to separate the two components. However, given the
consistency between samples at a site and the agreement with geomagnetic and
tectonic constraints, the interpretation of the so-type samples at Limestone
Point as normally magnetized is fairly reliable.

Mc-type (multiple-component) behaviour was observed in samples from
Fairfield Quarry and the Mid-Waipara River, and at the latter section they con-
stituted almost a quarter of the analysed samples. Most mc-type samples were
impossible to interpret reliably: the final observed component did not trend
towards the origin, implying a further, hidden component. However, great-
circle remagnetization analysis was more difficult than for sn-type samples,
since the path representing the second component was usually short and noisy,
leading to unreliable great-circle fits. In a small number of cases, both observed
components moved along the same great circle, and in these instances a fit was
usually possible; in these cases I interpreted the two observed components as
viscous magnetizations acquired at different times, and the invisible compon-
ent as the primary remanence. Apparent three-component demagnetization
paths can sometimes be attributed to two components with a large amount
of overlap; for most of my mc-type samples, the large angles between the two
observed components, and between the second observed component and the
final implied component, were sufficiently great to indicate three actual com-
ponents.

Heating-induced alteration

Thermal alteration of samples at around 300–400°C, indicated by sharp
increases in magnetization and/or susceptibility, has been observed in most
New Zealand sedimentary thermal studies to date (e.g. Kennett and Watkins,
1974;Walcott andMumme, 1982; theMicoene siltstones of Vickery and Lamb,
1995). Kennett and Watkins (1974) attributed this behaviour to dehydration
of an iron oxyhydroxide, while Roberts and Turner (1993) and Turner (2001)
ascribed it to alteration of paramagnetic clayminerals. Inmy samples, claymin-
erals are the more likely of these two, since oxyhydroxides would be unstable
in a reducing environment (Florindo et al., 2003). In the numerous glaucon-
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itic samples, glaucony may be a candidate; however, the work of Dagg (2010)
suggested that glaucony does not form strongly magnetic minerals on heating,
and that pyrite is a more likely source for such alteration products in reduced
sediments. In some samples, siderite may be responsible for the magnetic alter-
ation products: siderite is known to form below the sulphate-reducing zone in
reductive sedimentary environments (Roberts and Weaver, 2005); it can pro-
duce inverse magnetic fabrics (Hirt and Gehring, 1991) like those observed
at Fairfield Quarry (section 5.4.2.2); and on heating it can produce magnetic
alteration products with behaviours similar to my tdms results (Housen et al.,
1996).

Demagnetization behaviours: comparison with previous work

It is unsurprising that interpretation of my demagnetization data was not
straighforward: New Zealand sediments are well known as tricky targets for
palaeomagnetic investigation. Lamb (2011), in a survey of Cretaceous-Ceno-
zoic palaeomagnetic studies from New Zealand, noted that ‘[s]econdary mag-
netisations are common in sedimentary rocks in the New Zealand region…
leading in some studies to an 80% failure rate in identifying any primary mag-
netisation at all.’ In the studies reported by Mumme and Walcott (1985), for
example, only 11 of the 52 sampled localities yielded a primary magnetization.

Given the apparent similarities in magnetic mineralogy between my
samples and those of Turner (2001), it is interesting that the palaeomagnetic
behaviours and interpretations are significantly different. Many of the samples
of Turner (2001) showed two visible components, and a third inferred from
non-origin-directed demagnetization; the initial component was identified as
a thermoviscous remanent magnetization and the final component as a sec-
ondary chemical remanent magnetization (crm), with the primary magnetiza-
tion residing in the intermediate component. This diagnosis was based in part
on evidence for an extra mineralogocial component with a higher coercivity
in the samples which had a high blocking temperature. Despite careful ana-
lysis of irm acquisition spectra, I was unable to find convincing evidence of
more than one coercivity component, which supports the hypothesis that my
high-blocking-temperature component does not represent a secondary crm.
The Neogene sediments analysed by Rowan et al. (2005) are perhaps a bet-
ter analogue for the samples in this thesis. While some of them exhibited a
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high-temperature crm component like that observed by Turner (2001), many
conformed to the two-component model adopted in this thesis: a strong vrm
overprint followed by a primary detrital remanence. The drm of Rowan et
al. (2005) was sometimes obscured by thermal alteration, and in these cases
great-circle remagnetization analysis was effective in determining it. The same
two-component behaviour, with the primary magnetization residing in a final,
frequently alteration-obscured component, was also observed in the type-B
samples of Roberts and Turner (1993) and in the Pliocene sediments ofWilson
and Roberts (1999), where great-circle remagnetization analysis was success-
fully applied to around half the samples.

As with the magnetic mineralogy, previous studies on the Amuri Lime-
stone provide useful comparisons for the palaeomagnetic behaviour of the
Tucker Cove Formation. As would be expected for limestone, both Tucker
Cove Formation and Amuri Limestone nrm intensities are very low and
demagnetization paths are noisy (e.g. Vickery and Lamb, 1995; Townsend,
2001; Randall et al., 2011). Demagnetization has usually shown a two-compon-
ent drm/vrm model, lacking the hard secondary crm component sometimes
observed in New Zealand mudstones and siltstones. Amuri Limestone seems
more thermally stable than the Tucker Cove Formation, at least at the studied
localities, and the final component is often directly observable (e.g. Vickery
and Lamb, 1995). Unusually for a New Zealand sediment, af demagnetization
has sometimes been found effective on the Amuri Limestone (e.g. Randall et
al., 2011); while I found that the Tucker Cove Formation responded better to
af treatment than did the other lithologies studied in this thesis, thermal treat-
ment was still more effective.

Possible causes for poor response to af treatment

As previously discussed, the poor response of New Zealand marine sediments
to af demagnetization has become so notorious that several more recent stud-
ies have even omitted af demagnetization pilots. In some cases the behaviour
can probably be explained by a grm acquired by greigite, but it has also been
observed even where the remanence is carried by magnetite (e.g. Turner et al.,
2007). To date, it appears that no investigations have been published into the
causes of this behaviour. In the work described in this thesis, I used rock mag-
netism mainly to establish the fidelity of the palaeomagnetic signal, and did
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not perform any experiments specifically to determine the mechanism of the
poor af response. In this section I speculate briefly on possible causes and how
they might be investigated.

The response to af demagnetization may be attributable to the presence
of a magnetic mineral with a Curie point only slightly above room temperat-
ure, which would therefore have a very short (< 1 day) relaxation time. There
are various candidates for such a role: magnetite ormaghaemite with extensive
cation substitution, an iron oxyhydroxide, or nonstoichiometric areas within
pyrite grains. The low Curie temperature would mean that such a mineral
would carry no palaeomagnetic remanence and be undetectable to thermal
rockmagnetic studies.Themineral would not have to hold remanence for very
long: under a minute, the time between the application of an AF field and the
measurement of the sample remanence.

The actual mechanism of remanence acquisitionmay be related to the time
taken for mineral grains to respond to an applied field: if their response time
is close to the frequency of the alternating field, they will not keep up with
the fluctuations of the demagnetizing field, and a constructive interference pat-
tern may be set up between the response frequency and the driving alternating
field, imparting a spurious remanence. Such a mechanism would explain why
no significant spurious remanences were observed when irm was imparted on
the same samples. However, the difference between af and irm response may
also be related to the slightly longer time between treatment and measurement
during the irm experiments, which could allow a spurious remanence impar-
ted by irm treatment to relax before it is measured.

These hypotheses could be tested in various ways. The idea that part of the
remanence is carried by swiftly relaxing magnetic minerals could be tested by
remeasurement of AF-treated samples at set intervals for a few days after treat-
ment. If low-Curie-temperature minerals are involved, their component of the
magnetization should fall off significantly during this period. Determining the
actual acquisition mechanism would be more difficult: it could be investigated
by applying af demagnetization at different frequencies, but this would require
fairly specialized equipment, since most commercially available af treatment
systems operate at a single, fixed frequency.
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8.2.5 Analysis of demagnetization data

In all of the palaeomagnetic studies within this thesis, I have relied heavily
on great-circle remagnetization analysis (McFadden and McElhinny, 1988) in
determining the final component of magnetization, which I also inferred to be
the primary remanence. This technique was necessary as the magnetization is
carried bymagnetite, with aCurie temperature of 580°C, but thermal alteration
generally occurred in the 300–400°C range, obscuring the demagnetization of
the natural remanence.

The method of McFadden and McElhinny (1988) allows the combination
of ‘direct observations’ (from samples where the magnetization does reach the
origin before alteration takes place) with extrapolated great-circle paths. For
almost all samples in this thesis, however, no direct observations were possible,
and directions were determined entirely on the basis of great-circle intersec-
tions. The precision of the great-circle intersections varied between field areas,
with the best fits from Campbell Island samples. In the best cases, Campbell
Island sites showed four great circles converging almost exactly upon a single
point. At the Fairfield Quarry and the mid-Waipara River sections, no fits of
this quality were observed, and many sites were removed from consideration
due to insufficiently good precision parameters or confidence intervals.

Stepwise heating is generally the demagnetization method of choice for
New Zealand sediments (section 8.1.2.4), but they are notoriously prone to
thermal alteration at temperatures well below the unblocking temperatures of
many iron oxides. It is thus unsurprising that great circle remagnetization ana-
lysis has been used in several previous studies, most usually employing the
popular algorithm described by McFadden and McElhinny (1988). McGuire
(1989) thermally demagnetized Pliocene sediments from the Turakina River;
demagnetization could not be usefully continued beyond 350°C, and he used
great circle remagnetization analysis to calculate inferred endpoints. The reli-
ability of the ensuing magnetostratigraphy was called into question by Turner
(2001), who determined that the drm resided in an intermediate component,
and that the final component was a secondary crm. In this case, however, the
fault was not with the technique itself, which did successfully isolate the ‘invis-
ible’ final component of the samples; it was simply that the final component
did not carry the primary magnetization. For the analyses in this thesis, I have
taken care to establish that the highest blocking temperature component rep-
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resents the primary magnetization.
Roberts et al. (1994) made extensive use of great-circle remagnetization

analyses, bothwith and (as in this thesis) without constraints fromdirect obser-
vations, for Miocene–Pliocene South Island sediments. In some cases, a sec-
ondary component with a high blocking temperature necessitated the use of
unanchored principal component analyses instead. Great-circle remagnetiza-
tion analysis was also successfully employed by Pillans et al. (1994), Wilson
and McGuire (1995), and Wilson and Roberts (1999).

Great-circle remagnetization analysis has less frequently been used for tec-
tonic studies than for magnetostratigraphy, due to concerns about accuracy
of the resulting directions (Rowan et al., 2005); some successful applications
have been reported, however. Vickery and Lamb (1995) used it on Miocene
siltstones. Rowan et al. (2005) applied it to Miocene rocks at the Hikurangi
margin, and found the directions consistent with those determined by pca
for samples which demagnetized fully; however, as in Roberts et al. (1994), the
presence of a high-temperature secondary component in some samples limited
its applicability. Further successful applications of the technique were reported
by Rowan and Roberts (2008).

8.2.6 Remanence acquisition model

There is relatively little published literature on the palaeomagnetism of sedi-
ments similar to those in this thesis – specifically, pyritized sediments which
nevertheless retain a very weak nrm carried by magnetite. However, this may
reflect a form of selection bias rather than actual scarcity of such mineralogies:
with a current state-of-the-art cryomagnetometer, the nrms encountered in
this thesis are close to the limits at which usefully accurate measurements can
be made, especially after partial demagnetization. It is likely that, until fairly
recently, such material would have been deemed useless for palaeomagnetic
study. Although irm acquisition experiments can detect minute amounts of
magnetic minerals even without a highly sensitive magnetometer, it is unlikely
that such experiments would be carried out on rocks whose nrm is too low for
useful palaeomagnetic work.

The magnetite-dominated magnetic mineralogy and reducing environ-
ment imply a fairly straightforward model of remanence acquisition: detrital
magnetite grains acquired a depositional remanent magnetization, which was
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then substantially weakened by the dissolution of most of the magnetite. How-
ever, the model needs to account for the survival of a small proportion of the
magnetite. This survival could be explained by one of two hypotheses:

1. Pyritizationmay have been arrested by a lack of hydrogen sulphide to react
with iron.

2. The magnetite may have been physically protected in some way from con-
tact with corrosive pore waters.

Hypothesis 1: excess magnetite

Hypothesis 1 is generally consistent with the conclusions of Berner (1970),
who found that iron is most often (though not always) in excess during pyr-
itization reactions, so that the extent of pyritization is controlled by the avail-
ability of organic matter and sulphate. A form of hypothesis 1 was adopted by
Roberts and Turner (1993) to account for the preservation of a low concen-
tration of titanomagnetite grains in Neogene sediments of the Awatere Group:
they suggested that a high sedimentation rate limited the downward diffusion
of sulphate from sea-water, and the substantial amount of detrital iron was
more than sufficient to react with all the available sulphate under these condi-
tions.

Inmy samples, however, the first hypothesis seems unlikely, for several reas-
ons.One problem is the lack of intermediate sulphides (greigite and pyrrhotite)
which would be expected if pyritization had been interrupted (Roberts and
Turner, 1993). Another problem is the very low concentration of magnetite:
this would imply that the amount of available sulphide was precisely sufficient
to dissolve all but a few parts per million of the available magnetite. Such a
close correspondence between the quantities of the reactants is implausible.

Hypothesis 1 would also fail to account for the inferred grain size of the
magnetite: in general, smaller magnetite grains should be dissolved first due
to their higher ratio of surface area to volume. Thus, once pyritization is well
advanced, the remaining grains should be the largest ones; this situation has
been observed by, for example, Karlin (1990b) and Rowan and Roberts (2006).
Such observations are difficult to reconcile with the inferred sub-micron size
of the magnetite in my samples. Karlin and Levi (1985) proposed one possible
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explanation for the presence of fine-grained magnetite in an extensively pyrit-
ized sediment. In their model, the initial population of fine-grained magnetite
was entirely dissolved, but partial dissolution and dissection of large, multi-
domain grains created a new population of single-domain and pseudo-single-
domain grains. The mechanism is, in effect, the inverse of the usual mode of
crm acquisition: a single-domain grain is formed not by growing from a super-
paramagnetic size, but by dissection from a multi-domain size. This mechan-
ism could potentially account for the inferred small grain size of the remaining
magnetite in my sediments, but does not dispel the other objections to hypo-
thesis 1.

Hypothesis 2: protected magnetite

Hypothesis 2 is consistent with the finding in chapter 3 that the remanence
appears to be carried by the less susceptible grains; this could be explained
by magnetic inclusions within weakly paramagnetic or diamagnetic grains.
Although magnetic inclusions have long been known in igneous rocks (e.g.
Evans et al., 1968; Wu et al., 1974; Davis, 1981; Bogue et al., 1995), it is only
relatively recently that attention has been paid to their sedimentary counter-
parts. Hounslow and Morton (2004) defined four classes of iron oxide inclu-
sion within sedimentary particles, but for palaeomagnetic purposes, the most
important distinction is between twomain types of inclusion: firstly, inclusions
which were formed in a source rock before being transported and deposited as
sediment; and secondly, inclusions which were formed in situ as a result of
authigenic mineral growth. The importance of this distinction relates to the
acquisition of drm. The orientation of a magnetized grain settling onto an
underwater surface is controlled by several factors: the torque exerted by the
ambient magnetic field; the inertia of the grain; viscous torque from the water;
and the torque resulting from contact with the surface (Dunlop and Özdemir,
1997, §15.2). Theoretical and experimental results show that, for pure sd and
psdmagnetite grains, themagnetic force dominates, allowing the grain to align
with the magnetic field and preserve a drm. However, if magnetite is present
only as inclusionswithin a larger grain, themagnetic torquewill be correspond-
ingly weaker and may not be sufficient to overcome the mechanical, inertial,
and viscous forces. If, conversely, the inclusion is formed post-depositionally,
the process of drm acquisition is unaffected.
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Both types of inclusion have been reported in palaeomagnetic and rock
magnetic studies. Canfield and Berner (1987) found that in some cases pyrite
itself, as an overgrowth on magnetite grains, protected the magnetite from fur-
ther sulphidization. Karlin (1990b) reported the growth of protective coatings
of amorphous silica on magnetite, and Rowan and Roberts (2006), in a study
of NeogeneNewZealand sediments, found similar coatings protecting greigite
from further pyritization and allowing it to retain a remanence from its time
of formation. Hounslow et al. (1995) gave the first description of magnetic
inclusions in sedimentary quartz; in this case, the quartz protected the inclu-
sions (inferred to be magnetite) from pyritization, but it was unclear whether
the grains carried a palaeomagnetic remanence. A study of Pleistocene North
Sea sediments by Maher and Hallam (2005) found abundant magnetic inclu-
sions within silicates in Pleistocene North Sea sediments, but concluded that
they carried a negligible palaeomagnetic signal. Heider et al. (1993) reported
a drm carried by titanomagnetite inclusions within volcanic ash particles.

Wilson and Roberts (1999) described remanence carriers which, while not
involving discrete magnetic inclusions, do have strong parallels with them.
They found that, in some heavily pyritized sediments from the Wanganui
basin, remanence appeared to be carried by ilmenite grains, despite the fact
that ilmenite is generally known to be paramagnetic. They concluded that the
ilmenite contained sub-micron ferrimagnetic iron-enriched zones with a prob-
able haemo-ilmenite mineralogy, as previously described by Lawson andNord
(1984) and Nord and Lawson (1989). In this case, the unreactive ilmenite had
protected the ferrimagnetic zones from the strongly reducing conditions, and
– given the successful preservation of a palaeomagnetic signal – the overall
magnetic moment had evidently been sufficient to align the entire grain.

Given the lowmagnetite concentrations inmy samples, the ‘protectedmag-
netite’ hypothesis does not require inclusion to be a particularly common
occurrence: only a very small proportion of the original detrital magnetite
needs to survive to carry the weak remanences seen throughout this thesis.

In my material, as with many of the studies described above, magnetic
inclusions were not directly observed, but were inferred from rock magnetic
and sedimentological data. It is thus impossible to say from direct analysis
whether the inclusions were formed in situ, giving them the potential to record
a palaeomagnetic direction, or whether grains were deposited with pre-exist-
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ing inclusions, which would mean that the orientation would probably be con-
trolled mainly by mechanical rather than magnetic forces. However, previous
studies show that inclusions definitely have the potential to record drm in sed-
iments. Directions obtained from the sediments can be subjected to palaeo-
magnetic tests, such as consistency between samples, alignment with a known
palaeofield direction, or the fold test of Graham (1949). I discuss the applica-
tion of such tests to my data in section 8.3.1.

8.3 New Zealand Palaeogene stratigraphy

The palaeomagnetic investigations in chapters 5 to 7 established significantly
improved age constraints on the studied sections. In this section I discuss the
reliability of the palaeomagnetic results, the relationships between the mag-
netostratigraphies, and the implications for sedimentation rates in the units I
investigated.

8.3.1 Validity of palaeomagnetic directions

In this section I consider the reliability of the mean directions I determined
from the palaeomagneticmeasurements, and assess their validity using various
approaches.

8.3.1.1 Remanence acquisition model

In section 8.2, I discussed themineralogy of the sediments I studied andpresen-
ted amodel for remanence acquisition. It appears that most or all of the reman-
ence is carried by magnetite. This model supports the presence of a primary
remanence, since most of the sediments were deposited under reducing con-
ditions where magnetite would be unlikely to form in situ. The remanence
acquisitionmodel developed in section 8.2.6 allows the possibility that themag-
netite holds a drm, but cannot conclusively show it: drm acquisition depends
on whether the magnetite grains are able to orient themselves during depos-
ition. However, the model does mean that if the palaeomagnetic directions
themselves are plausible, there is a mechanism by which they could have been
acquired. The model helps to exclude other possible mechanisms which might
produce a high-unblocking-temperature final remanence component: crm is,
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as stated above, unlikely when magnetite is the carrier, and the calculations in
section 3.5.4 (p. 81) show that the thermal treatments should be sufficient to
unblock any viscous magnetization.

8.3.1.2 Site mean directions

Provided that more than two great circles are used for a fit, the goodness of fit
can be evaluated: the smaller the zone on which the circles converge, the better
the fit. If multiple circles from samples at a single site converge to a single point
(or sufficiently small area), it provides strong evidence that the final (‘hidden’)
component is the same in all the samples. The great-circle remagnetization
analysis algorithm provides goodness-of-fit measures (α₉₅ and k), and I used
these in all the palaeomagnetic studies to exclude sites where the circles did
not appear to converge sufficiently.

A similar principle applies at the level of the formation mean direction:
although sitemean directionswill vary somewhat due to secular variation, they
should show a reasonable degree of clustering about the formationmean direc-
tion.This clustering can bemeasured using a Fisherian 95% confidence interval
(α₉₅); for all but one of the sections, α₉₅ was below 10°, indicating reasonable
grouping of site means. Table 8.2 (p. 275) shows formation mean directions
and Fisherian parameters.

8.3.1.3 Field tests

At the Fairfield Quarry and the mid-Waipara River, no field tests were possible,
since bedding orientation was constant and no reversals were detected within
the sections. At Campell Island, the Limestone Point section comprised one
normal and two reversed zones, allowing me to carry out a reversals test. The
data passed the test comfortably, although only two sites (totalling six samples)
were available for the normal zone.

Since the Campbell Island study included two sites with different bedding
attitudes, it was also possible to carry out a fold test. I carried out separate fold
tests on the two formations sampled at Campbell Island, using the bootstrap
formulation of the fold test described by Tauxe and Watson (1994). The results
were mixed: for the Tucker Cove formation, the 95% confidence region for



New Zealand Palaeogene stratigraphy 273

optimal unfolding spanned −10% to 137%, indicating that no reliable determ-
ination could be made based on the available data. For the Garden Cove form-
ation, the test was more successful: the 95% confidence interval was from 19%
to 100%.While this is still a sizeable interval, it excludes (at the 95% confidence
level) the possibility that the remanence was acquired post-depositionally.

8.3.1.4 Tectonic and geomagnetic constraints

The reliability of a palaeomagnetic direction can be assessed by comparing it
with known constraints on the local geomagnetic field at the time and place of
its formation. For a present-day viscous overprint, this is fairly easy: the time-
average present-day gad field and current position of the section are used. For
all the studied sections, the mean direction of the inferred viscous component
gave a reasonable match with the current gad field.

For the primary component, it is necessary to consider the latitude and
orientation of the locality at the time of formation; I defer this discussion to
section 8.4 (p. 275).

8.3.2 Sedimentation rates

At FairfieldQuarry, I determined aminimumsedimentation rate of 44mm/kyr
for the lower part of the section; a high sedimentation rate is consistent with
the extensive pyritization, andwith good preservation of leaf fossilsmentioned
by Fordyce et al. (2009). Across the entire Abbotsford Formation, with a thick-
ness of ~300m and a duration of ~20Myr (McKellar, 1990), the average sedi-
mentation rate can be estimated at ~15mm/kyr. It is probable that much of the
‘missing’ material implied by this discrepancy is accommodated in the uncon-
formities detailed by McMillan (1993), which may be related to eustatic fluctu-
ations; I discuss the significance of this in section 8.5 (p. 279).

The low minimum sedimentation rate of 5.5mm/kyr determined at the
mid-Waipara River may reflect a reduction of sedimentation caused by
increased current flow. Again, I defer discussion of this relationship to sec-
tion 8.5.

At Campbell Island, there appeared to be a sharp drop in sedimentation
rate above the K-Pg boundary within the Garden Cove Formation; Hollis et al.
(2003) reported contemporaneous reductions in sedimentation at Woodside
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Creek, Flaxbourne River, and Branch Stream. In the Tucker Cove Formation,
the minimum sedimentation rate of 3mm/yr is compatible with the 3–20mm
range stated by Vickery and Lamb (1995) for the Amuri Limestone (of which
the Tucker Cove Formation is a correlative) at Woodside Creek.

8.3.3 Construction of magnetostratigraphies

I constructed magnetostratigraphies constrained by existing biostratigraphic
data, mainly from dinoflagellate cysts. In all cases the magnetic data signific-
antly improved earlier age determinations. Figures 8.1 and 8.2 summarize the
stratigraphic findings in this thesis: figure 8.1 reproduces the figure from the
introduction showing the approximate zones which were sampled; figure 8.2
shows the same sections with amore precise temporal scale andmagnetostrati-
graphic bounds on the ages of the sampled material.

Figure 8.2 summarizes the ages determined for the three sections I stud-
ied in this thesis. In all cases, magnetostratigraphy has allowed high-resolu-
tion age determinations. At Fairfield Quarry, all sites had reversed polarity
and the entire sampled section was constrained to the c29r chron; while this
implies that the sediments themselves are too old to show evidence of the sus-
pected Palaeocene paraconformity, it gives a precise age for the bottom part of
the Abbotsford Formation and thus helps to identify nearby targets for future
sampling. The sedimentation rate is also consistent with the presence of con-
formities in the overlying parts of the Abbotsford Formation, as discussed
above.

At Waipara, all the analysed sites were reversed, and magnetostratigraphy
constrained the analysable portion of the studied section within the c26r
chron.

At Campbell Island, the stratigraphy was somewhat more involved: there
were two separate sections, each exposing two formations separated by a sig-
nificant unconformity. The resulting magnetostratigraphy reconciled the two
sections with each other, the biostratigraphy, and the gpts, although there was
some ambiguity in the assignment of two magnetozones to polarity chrons. At
Campbell Island, the magnetostratigraphy narrowed the bounds on the ages
of both the exposed formations. It determined that the start of the Palaeocene-
Eocene unconformity is old enough for the unconformity to be associatedwith
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Section Declination Inclination α₉₅ k # sites

Fairfield Quarry 102.6 72.6 6.7 16.1 31

Mid-Waipara River 168.7 62.1 17.6 9.5 9

Campbell Island A 173.2 83.3 8.1 32.8 11

Campbell Island B 253.2 78.8 9.2 28.7 10

Campbell Island C 166.6 69.7 7.1 61.9 10

Campbell Island D 201.5 74.2 7.4 67.5 7

Table 8.2 Formation mean directions for all sections studied in this thesis. The final column gives
the number of site mean directions used to determine the formation mean.

the ice-rafted debris reported by Leckie et al. (1995); I discuss this further in
section 8.5.1.2.

8.4 Tectonic rotations

In this section I discuss the formation mean directions from the various sec-
tions investigated, and relate them to the known tectonic history of southern
New Zealand and the Campbell Plateau. Table 8.2 summarizes the formation
means of all the sections. Note that, as in chapter 7, separate formation means
are given for the four suites of samples from Campbell Island, since there is
considerable variation between them.

8.4.1 Possible sources of error

Tectonic investigations have more stringent requirements than reversal mag-
netostratigraphy: rather than a binary normal/reversed determination (which
can sometimes be made even if there is considerable imprecision in the mean
direction), tectonic studies require determination of inclination and declina-
tion at amuch finer level. In the sections studied in this thesis, there are several
factors which may compromise the accuracy of the palaeomagnetic directions.
The first is the high latitude of all the sections, especially at Campbell Island.
Latitude has a dramatic effect on the precision with which declinations can be
determined: the declination subtended by a circular confidence region is pro-
portional to 1 /cos(𝐼), where 𝐼 is the inclination of the centre of the confidence
region11. For example, a 10° confidence would subtend 20° of declination if I
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= 60°, and nearly 58° of declination if I = 80°. Thus any uncertainties in the
measurement of declination are in effect amplified by the high latitude and
consequent high inclination of the geomagnetic field.

Secondly,my unavoidable reliance on great-circle remagnetization analysis
may have contributed to the directional uncertainties; a direct observation of
an origin-trending direction is preferable to a great-circle intersection, not least
because each sample can independently provide an estimate of the site mean
direction. Rowan et al. (2005) noted that, because of concerns about accuracy,
great-circle remagnetization analysis has seldom been applied in tectonic stud-
ies; however, their study found that great-circle site directions reliablymatched
direct observations from origin-trending components at the same sites.

The third source of uncertainty is the relatively small number of success-
fully analysed sites. In the case of Campbell Island this was in part due to the
short time available for fieldwork and the difficulty of access to the sections.
Of the sites that were sampled, many were excluded because the data were not
reliable enough. At Fairfield Quarry this was mitigated by the large number
of sites originally sampled and the fact that the sub-sections often overlapped,
but atWaipara the 21 sites originally sampled were reduced to 9 by data quality
control.When a formationmean is determined from a small number of sites, it
is less likely to average out secular variation and random measurement errors.

Finally, theremay be some inaccuracy in the determination of bedding atti-
tudes used to calculate the formation corrections. In most of the sections, the
bedding structures were poorly defined.Themost reliably determined bedding
attitude was at Fairfield Quarry, where small-scale bedding structures were
not visible, but the extensive exposure of laterally continuous glaucony beds
made it possible to determine bedding at a larger scale using a range-finder
(section 5.2.1, p. 126).

8.4.2 Inclination and palaeolatitude

The high-latitude ‘amplification’ of uncertainties does not apply to the inclina-
tion, and the formation mean inclinations generally show the expected trend

11 This relation applies while the whole of the confidence region is below 90° latitude; once it
includes the pole, declination is technically completely indeterminate at the given confidence
level.
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for the relative positions of the sections. Inclination increaseswith latitude, and
(as discussed in the relevant chapters) is roughly consistent with the estimated
palaeolatitudes of the sections. The only exception to this trend is suite c at
Campbell Island (lower Limestone Point section), whose inclination of 69.7°
is below that of the more northerly Fairfield Quarry site (72.6°).

8.4.3 Tectonic reconstructions

Sutherland (1995) and King (2000b) both gave reconstructions of rotations
between the Australian and Pacific plates during the Cenozoic. King (2000b)
determined an average anticlockwise rotation rate for the Pacific plate of
around 1°/Myr for the past 40Myr, and Sutherland (1995) gave a rate of 1.1°/
Myr for the past 45Myr. Prior to 45Ma, plate motions are more poorly con-
strained, so there is some uncertainty in determining the expected declinations
of the primary magnetization. The rotation is more poorly constrained prior
to the formation of the plate boundary at around 45Ma; assuming somewhat
less rotation in the absence of a boundary gives a rough estimate of 50–60° for
the Palaeocene. From this rotation rate, the expected magnetic declination for
reversed magnetozones in the sections I investigated would be in the south-
eastern quadrant, with a range of around 120–130°.

8.4.4 Discussion of individual sections

Fairfield Quarry

Fairfield Quarry provides the best agreement with known tectonic configura-
tion at the time of deposition.This agreement is encouraging, since this section
also has the largest number of successfully determined sitemeans, themost reli-
ably determined bedding orientation, and one of the smallest confidence inter-
vals (α₉₅=6.7°). Nevertheless, due to the high inclination, the possible rotations
(at 95% confidence) span a fairly large range, from 55° to 100°. The lower part
of this range is consistent with the tectonic reconstructions discussed above.
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Mid-Waipara River

At the mid-Waipara River section, the formation mean direction implies a
lower latitude and lesser rotation than expected, but the substantial confidence
region allows for a latitude of up to 70°.The rotation implied by the confidence
region may be as high as 50°. Apart from inaccuracy, there may be another
explanation for the anomolously low rotation: the mid-Waipara River section
is relatively close to the Alpine Fault, and may have been subjected to clock-
wise rotations related to plate motion along the Hikurangi Margin over the
past 20Ma (e.g. Little and Roberts, 1997; Lamb, 2011), partially cancelling out
the previous anticlockwise rotation.

Campbell Island

The mean declinations of the Campbell Island sections are not straightforward
to interpret: there is considerable variation between them, and some are hard
to reconcile with known tectonic rotations. It is likely that these difficulties are
due in part to the various sources of uncertainty discussed in section 8.4.1.

Suite a (upper Camp Cove) is technically consistent with any rotation,
since the confidence interval encompasses the pole; however, a northward-
pointing declination would require an inclination of around 89° or above,
which is inconsistent with the palaeolatitude. Most of the confidence region
falls within the expected quadrant, and would be consistent with, say, a rota-
tion of 50° and a palaeolatitude of 70°.

Suite b (lower Camp Cove) is perhaps the most problematic Campbell
Island suite. The mean direction is not compatible with any anticlockwise rota-
tion, and some error in its calculation must be suspected. Site means are well-
constrained, and the most likely source of error is probably the bedding ori-
entation: no bedding structures were apparent in the Garden Cove Formation
at Camp Cove, so I corrected the directions using the bedding attitude of the
overlying Tucker Cove formation.Theremay have been a slight angular uncon-
formity between the two, or the Garden Cove Formation exposure may have
been subjected to slight deformation caused by later volcanic activity (it was
intruded by several dykes).

Suite c has a lowermean inclination thanwould be expected, but the confid-
ence interval is consistent with palaeolatitudes up to 65°. The range of declina-
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tions within the confidence interval (approximately 146°–187°) implies a lower
rotation than expected, with a maximum clockwise rotation from present-day
orientation of only 34°.This discrepancymay be connected to inaccurate form-
ation correction or a too-small number of site mean directions, as discussed
above.

The suite d formation mean direction was determined from only 7 site
mean directions, so there is a strong chance that secular variation was not
adequately averaged. As for suite b, the mean direction implies an implausible
clockwise rotation since the time of deposition. The range of inclinations is
reasonable, however.

8.5 Ice in the greenhouse

In this section I return to the hypothesis, introduced in chapter 1, that brief
periods of Antarctic glaciation may have occurred prior to the inception of
long-term ice sheet development in the Oligocene. I re-examine the expected
effects of Antarctic glaciation on the sedimentary record and relate them to the
findings presented earlier in the thesis.

8.5.1 Possible effects of a glacial episode

Section 1.1 (p. 1) outlined the effects that a transient Antarctic glaciationmight
be expected to have on ocean and climate, and the traces that these effects
might leave in the sedimentary record. The Marshall Paraconformity in the
mid-Oligocene (Fulthorpe et al., 1996), associated with a short episode of Ant-
arctic glaciation, form a rough template for the expected sedimentary record
of such an event. Since the three sections studied in this thesis had different
palaeogeographic and depositional settings, they would be expected to react
differently to the effects of an Antarctic ice sheet.

8.5.1.1 Eustatic sea-level changes

Perhaps themost obvious large-scale effect of ice sheet formation – as recorded
in marine sediments – is eustatic sea-level fall. Most other sedimentological
signals, such as enhanced bottom-water flow and ice-rafted debris (ird), are
produced by a direct interaction between ice and water. But ice sheets tend to
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grow from inland ice caps at high elevations, and will thus influence eustasy
before they have a direct effect on the marine environment. If the ice sheet
begins to shrink before reaching the coastline, the direct effects are of course
never seen, leaving eustatic sea-level estimates and δ¹⁸O records as the main
evidence of ice (Miller et al., 2005). In the case of early Cenozoic New Zeal-
and sediments, eustatic signals will generally be superimposed on the gradual
depth increase caused by continuing tectonic subsidence (King, 2000a), but the
timescales of glaciation and deglaciation are so much shorter that this should
not cause ambiguities in interpretation (Miller et al., 2005).

There is evidence from the New Zealand region for eustatic sea-level falls
during the Palaeocene. (Schiøler et al., 2010) determined that the Tartan Form-
ation of the Great South Basin and Canterbury Basin was deposited at the peak
of a Late Palaeocene regression. On tectonic grounds and from correlation
with similar events in the East Coast Basin, they argued that this regression
was eustatic in origin. They identified it with the global sea-level fall at around
57Ma recognized by Miller et al. (2005) and others.

Many of the sediments studied in this thesis might be expected to show
a response to any sea-level fall of more than a few metres. Fairfield Quarry
exposes the lowermost part of the Abbotsford Formation. McMillan (1993)
interpreted the facies of this formation as indicative of estuarine to offshore
depositional environments, with the Fairfield Quarry section mostly consist-
ing of varying nearshore marine facies. McMillan (1993) tentatively correlated
some unconformities in the Abbotsford formation with eustatic falls in the
sea-level curves of Haq et al. (1987). The eustatic sea-level fall at 57–58Ma,
corresponding to the main hypothesized Palaeocene paraconformity, was not
part of the sampled section at Fairfield Quarry. However, the facies variations
at Fairfield, in particular the deposits of glaucony (often taken as an indicator
of transgression), show that there was at least local relative sea-level variation
around the time of the K-Pg boundary, and that the Abbotsford Formation sed-
iments were responsive to it. The new magnetostratigraphic constraints on the
time represented by the Fairfield Quarry section show that these variations
were rapid (<1Myr); this would be consistent with ice-sheet fluctuation as a
driver of the sea-level variation, but large-scale correlation would be necessary
to establish a eustatic cause.

The Mid-Waipara River section was deposited at inner to mid-shelf depths
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(Hollis and Strong, 2003) and thus also has the potential to respond to sea-
level fluctuations, albeit perhapsmoreweakly than the FairfieldQuarry section.
A sea-level drop is one possible explanation for the apparent lack of palaeo-
current (as inferred from ams) in the upper part of the section, as a more
near-shore setting might be less influenced by large-scale, consistently direc-
ted ocean currents.

At Campbell Island, the long-term trend recorded in the Garden Cove
Formation is one of gradually increasing depth as a result of tectonic subsid-
ence. While the basal Garden Cove Formation is nonmarine, the uppermost
portion (corresponding to the portion sampled in my study) has been identi-
fied as fully marine by the dinoflagellate analysis of G. J. Wilson in Hollis et al.
(1997), implying a depositional depth exceeding that at Fairfield Quarry and
similar to that at theMid-Waipara River. (The depositional depth of the Tucker
Cove Formation above the unconformity is of coure far greater, estimated at
>1500m by Hollis et al. (1997)). The unconformity between the Garden Cove
and Tucker Cove formations encompasses most of the Palaeocene, including
two short-term sea-level falls (Miller et al., 2005) at around 57Ma and 61Ma,
limiting the likelihood of its responding to eustatic change. There are no signs
of a regression in the Garden Cove Formation.

8.5.1.2 Ice-rafted debris

If an Antarctic ice sheet reaches the margin of the continent, it can produce
more direct sedimentological evidence, including ird. Dropstones of Palaeo-
cene age from the Whangai Formation in the eastern North Island have been
reported by Leckie et al. (1995).They currently constitute perhaps the strongest
evidence for Palaeocene Antarctic glaciation, and (unlike sea-level or isotopic
records) directly imply a glaciation extensive enough to reach the Antarctic
coastline. The dropstones were dated to ~62.5Ma and are thus not correlatable
with the eustatic sea-level fall at around 57Ma (Miller et al., 2005 and Schiøler
et al., 2010). The Campbell Island magnetostratigraphy presented in chapter 7
does, however, place the dropstone event within the time-span represented by
the Garden Cove Formation/Tucker Cove Formation unconformity.

A number of lonestones were also found at the top of the Garden Cove
Formation during the 2007 and 2009 Campbell Island expeditions (Andrew,
2010). While they have not yet been definitively identified as ice-rafted drop-
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Figure 8.3 Palaeocurrent trends for all sampled sections. The two current directions determined from the Eocene
Tucker Cove Formation at Campbell Island are omitted to permit a larger vertical scale.

stones, this at present seems the most likely explanation for their presence. If
they are indeed dropstones, they would provide a link between the Garden
Cove Formation/Tucker Cove Formation unconformity and the inception of
Antarctic glaciation.

8.5.1.3 Ocean currents

If (as suggested by the ird of Leckie et al., 1995) ice did reach the Antarctic
margin in the Palaeocene, it should have had an effect on ocean currents com-
parable to that seen at theMarshall Paraconformity.The present-day Antarctic
ice sheet produces Antarctic bottom water (aabw), which, in the form of the
powerful Deep Western Boundary Current (dwbc), controls ocean sediment-
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ation along the eastern margin of Zealandia (Carter et al., 2004). The dwbc is
currently the largest single source of deep water for the world’s oceans (Carter
et al., 1996).Themid-OligoceneMarshall Paraconformity shows that transient
glaciation can have a similar effect, with the widepsread non-deposition and
erosion attributed in part to invigorated ocean current flow.

Of the sections studied in this thesis, only those at Campbell Island have
the potential to show effect from a proto-aabw flow, since the others were
deposited at depths too shallow to be affected by ocean-bottom flow. It is pos-
sible that the Palaeocene-Eocene unconformity at Campbell Island is related
to Antarctic glaciation, especially given the potentially ice-rafted lonestones at
the top of the Garden Cove Formation. However, other factors are also likely
to be involved, as temperatures in the earliest Eocene are too warm to be easily
reconciled with a glaciated Antarctica (Zachos et al., 2008).

Antarctic glaciation may still have an effect on current at the shallower
sites, however: the present-day Antarctic ice sheet drives a complex system of
interacting currents throughout the water column (e.g. Sverdrup et al., 1942,
chapter 15). The present-day Antarctic Circumpolar Current has a major influ-
ence on sedimentation at shallower depths (Shipboard Scientific Party, 2000).
A similar stable shallow water flow might be produced by a Palaeocene glaci-
ation, though prior to the opening of ocean gateways it could not take the form
of a circumpolar current.

Ams results

Directions of maximumams axes – taken to represent palaeocurrent direction
– are summarized in figure 8.3 (p. 282). Each direction is determined from sev-
eral samples, usually at more than one sampling site. There is some apparent
similarity between the current directions for Fairfield Quarry and the corres-
ponding period at Campbell Island, but given the geographical separation of
the sites and limited range of the comparison, it is probably coincidental.

The suite b results from Campbell Island show that the current directions
are variable on a roughly 300 kyr timescale, suggesting a gradual change in
factors affecting current flow; this may be connected to the continued subsid-
ence responsible for the facies changes through the Garden Conve Formation.
The suite a amsmeasurements (figure 7.10, p. 213) show a lack of clear primary
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direction immediately above the Garden Cove Formation/Tucker Cove Form-
ation context, attributable to bioturbation and/or weakened current flow.

8.5.2 The significance of glaucony

Glaucony occurs in a number of settings in the studied sections. At Fairfield
Quarry, the glaucony content varies rapidly and widely, from close to 0% to
over 80%. This fluctuation suggests rapid variation in depositional environ-
ment, since glaucony only forms under particular conditions (Amorosi, 1997),
including mid-shelf to slope depths and low sedimentation rates. Glaucony
variability in theAbbotsford Formationmay have been influenced byAntarctic
glaciation in at least two ways: by eustatic sea-level variation, which can make
thewater depthmore or less suitable for glaucony formation; and by changes in
current flow, which can change the rate of deposition. McMillan (1993) associ-
ated some glauconitic horizons in the Abbotsford Formation with the onset of
marine transgressions. At Campbell Island, glaucony ismainly concentrated in
the region of the Palaeocene-Eocene unconformity, consistent with a period of
low or no deposition. At Waipara, glaucony is present throughout the section
in similar concentrations, suggesting a fairly uniform environment throughout
the period of deposition.

8.5.3 Summary

Several lines of evidence – include eustasy, isotope curves, ird, and unconform-
ities – suggest the possibility of one or more brief episodes of Antarctic glaci-
ation. The palaeomagnetic studies in this thesis have produced some new res-
ults with bearing on the question. At Campbell Island, the start of the Palaeo-
cene-Eocene unconformity was constrained as older than 64Ma; this means
that the dropstones reported by Leckie et al. (1995) (dated to 62.5Ma) were
deposited during a time of non-deposition at Campbell Island. These drop-
stones are both the most direct evidence for Antarctic glaciation and the only
evidence for glaciation reaching the coastline; however, compared to the other
suspected glacial episode at 57–58Ma, there has so far been limited corrob-
orating evidence for an earlier glaciation. The association of the dropstones
with the Campbell Island unconformity, whichmay also be glacially controlled,
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provides a useful corroboration – especially given that suspected dropstones
were also found at the Campbell Island unconformity surface itself.

The Fairfield Quarry section is too young to show direct evidence of either
of the posited glacial events, but the sedimentation rates suggest that the
younger unconformities in the Abbotsford Formation represent significant
time-spans, and the variable lithology of the section shows that the formation
would be responsive to eustatic fluctuations.
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9 Conclusions

What do we have? We have mud. And from mud we solve the problem of the
world.

– Christian Ohneiser, 2005

In this chapter I summarize the most significant outcomes of this thesis.

9.1 Rock magnetism of glauconitic sediments

Chapter 3 described an investigation into the magnetic properties of glaucony.

9.1.1 Glaucony and remanence

The rock magnetic experiments of chapter 3 examined the contribution of
glaucony to the remanent and other magnetic properties of sediments. Irm
experiments (section 3.4.1, p. 50) and other studies showed that, even by the
weak standards of New Zealand marine sediments, glaucony is not a signific-
ant remanence carrier. This fact is helpful for palaeomagnetic interpretation.
Given the slow rate of glaucony formation and the complex chemical processes
involved (Odin and Matter, 1981), and the difficulty of distinguishing autoch-
thonous and allochthonous grains (Amorosi et al., 2007), a remanence carried
by the glaucony itself might be subject to complex interpretations. With glauc-
ony established as a non-remanent fraction, the magnetization of the other,
detrital grains can more readily be interpreted as a depositional or post-depos-
itional remanence. As a non-remanent component, glaucony was found to
reduce the overall nrm of samples, making accurate magnetic measurement
harder. The techniques and software described in chapter 4 are designed to
deal with this problem.

9.1.2 Glaucony and rock magnetic parameters

While the effects of glaucony on remanence are fairly straightforward, its high
susceptibility was found to complicate rock magnetic experiments. As dis-
cussed in sections 3.4.4 and 3.5.5, many analysis techniques are commonly
applied with the assumption that bulk magnetic susceptibility is dominated
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by the ferromagnetic remanence carriers in a sample, with the paramagnetic
and diamagnetic components playing a negligible role. Two common examples
are the frequency dependence of magnetic susceptibility and the χarm/χ plot
of King et al. (1982), both used to determine magnetite grain size. For my
samples, the assumption is invalidated by a combination of two factors: firstly,
the very low concentration of magnetite, which dilutes its magnetic susceptib-
ility; secondly, the high susceptibility of glaucony and its high concentration
in the samples, which makes the paramagnetic contribution to bulk susceptib-
ility unusually large. The results from analyses assuming dominance of ferro-
magnetic susceptibility thus become invalid. It is possible, as King et al. (1982)
pointed out, to separate the ferromagnetic and paramagnetic susceptibilities
using hysteresis loop measurement, and this is occasionally done in practice
(Yamazaki and Ioka, 1997). However, hysteresis measurement requires more
equipment, effort, and time, partially negating a major original motivation for
such tests – simplicity and speed of application.

9.1.3 Magnetic separation

It is usually the case that magnetic separation tends to concentrate reman-
ence carriers, since ferromagnetic (s.l.) susceptibilities are in general much
higher than paramagnetic susceptibilities, so ferromagnetic grains respond
more strongly to external fields in magnetic separators. The opposite was in
fact the case for the sediments studied in chapter 3. The remanence carriers
were apparently embedded in low-susceptibility polycrystalline grains (sec-
tion 8.2.6, p. 265); the low concentration of ferromagnetic components gave
these grains a lower susceptibility than the strongly paramagnetic glaucony.

The primary aim of the separation was achieved: glaucony was isolated
for magnetic analysis. The secondary goal of the separation was the concentra-
tion of remanence carriers for direct analysis. Direct observation or analysis of
remanence carriers in a weakly magnetic sample – by means such as electron
microscopy, microprobe analysis, or xrd – is very difficult unless they can be
concentrated in some way. This goal was not achieved: although remanence
carriers were indeed concentrated (albeit, unusually, in the less magnetically
susceptible fractions), even the ‘concentrates’ had such low magnetite concen-
trations that none could be located microscopically (section 3.3, p. 40).



Rock magnetism of glauconitic sediments 289

9.1.4 Determining mineralogy of weakly magnetic samples

The nature of the samples limited the range of applicable rock magnetic
techniques: direct observation was precluded by difficulties in concentrating
remanence carriers, and many bulk techniques using susceptibility were pre-
cluded due to the glaucony content.

The two most useful tools for determining sample mineralogy proved to
be irm acquisition spectra (section 3.4.1, p. 50) and tdms measurements (sec-
tion 3.4.6, p. 65). Both of these techniques were found effective even at very
low concentrations of ferromagnetic minerals. Irm was effective because the
intense fields used imparted an easily measurable remanence to even the least
magnetic samples, especially sincemeasurement was performed on a cryomag-
netometer designed to detect weak natural remanences imparted by the geo-
magnetic field. Tdms was effective because the susceptibilities of the reman-
ence carriers were amplified by the Hopkinson (1889) peak occurring just
before the Curie point, and because the large, sharp drop in susceptibility after
the Hopkinson peak was easy to identify even in noisy data. For example, the
Tucker Cove Formation samples at Campbell Island had susceptibilities in the
range 1–2×10−⁵; this is a range typically seen in pure diamagnetic substances
such as quartz and ice12 (Hunt et al., 1995), and is near the sensitivity limits of
the mfk-1a kappabridge. Even here, though, the Hopkinson effect amplified
the susceptibility of the magnetite component sufficiently to show the Curie
point (figure 7.9, page 209).

Neither irm nor tdms is sufficient on its own to reliably determine mag-
netic mineralogy. Irm suffers from the fact that different magnetic minerals
can have fairly similar coercivity spectra. If a ‘composite’ coercivity spectrum
– one produced by a mixture of minerals – is measured, it is not always easy to
determine the components unambiguously; considerable theoretical effort has
been expended on this problem over the years, as I discussed in section 3.4.2.

Throughout this thesis, the irm results gave strong indications ofmagnetite-
dominated mineralogy, but on their own were often unable to rule out a minor
contribution from pyrrhotite, which has a similar coercivity spectrum. I used
the log-Gaussian analysis technique of Heslop et al. (2002) in order to distin-

12 Diamagnetic substances, of course, have a negative susceptibility, but the absolute magnitudes
are similar.
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guish between single-component and multiple-component irm spectra; while
the technique producedmore quantitative results than inspection of the acquis-
ition curves, it could not definitively distinguish a single component from two
extensively overlapping ones.

Tdms data is also frequently ambiguous due to thermal alteration of
samples before they reach aCurie orNéel point.The strengths of irm and tdms
are to an extent complementary. Minerals with similar coercivities often have
very different disordering temperatures, for example magnetite and pyrrhotite,
or haematite and goethite. In this thesis, tdmswas consistently useful in exclud-
ing the possibility of a pyrrhotite component suggested by the irm results. Con-
versely, ambiguities in Curie temperature can be resolved using coercivity data;
for example titanomagnetite with 60% titanium substitution (tm60) and goeth-
ite both have Curie points near to 150°C, but goethite’s remanent coercivity is
about 50 times greater.

9.2 Palaeomagnetic analysis software

I produced a software package, PuffinPlot, in order to deal with the low-intens-
ity and sometimes complex magnetizations encountered in this thesis, and in
other New Zealand sediments. PuffinPlot includes facilities for weaklymagnet-
ized samples, using special measurement protocols to increase the accuracy of
magnetic measurements. It also facilitates investigation of complex magnetic
behaviours by allowing both interactive, exploratory analysis of individual
samples and uniform bulk analysis of large numbers of samples using preset
parameters. As well as providing facilities for use in this thesis, PuffinPlot has
many features which make it more generally useful, such as the ability to pro-
cess long core data.

9.2.1 Magnetic analysis of weakly magnetic material

Most of the sediments I analysed for this thesis had magnetization intensities
near the sensitivity limit of current squid-based cryomagnetometer systems.
The cryomagnetometer at the oprf is among the most sensitive in current use
worldwide, but without the development of new measurement and analysis
techniques it was still inadequate for palaeomagnetic study of these sediments.
The repeated tray measurement protocol (section 4.5.3.3, p. 106), in particular,
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made it possible to analyse samples which would otherwise not have yielded
useful palaeomagnetic data.The PuffinPlot program includes facilities to apply
these corrections automatically, so they do not involve any extra time or effort
during data analysis.

9.3 Palaeomagnetic investigations

The results of the palaeomagnetic investigations had a number of common
features: weak remanences, mitigated by the procedures discussed in sec-
tion 9.2.1; low alteration temperatures, preventing demagnetization endpoints
from being reached; and noisy demagnetization behaviour, particularly in the
samples from the mid-Waipara River.

9.3.1 Fairfield Quarry

AtFairfieldQuarry, I constructed amagnetostratigraphy based on 201 oriented
samples from 58 sites, and informed by the dinoflagellate biostratigraphy of
McMillan (1993). I also produced a detailed sedimentary log. Magnetostrati-
graphy constrained the entire section to the c29r chron, improving the age
resolution from 6Myr to about 0.75Myr and allowing good estimates of sedi-
mentation rates.

9.3.2 Mid-Waipara River

At mid-Waipara River, I used 80 samples from 17 sites to produce a magneto-
stratigraphy for 25m of the section. As at Fairfield, all the analysed sites were
reversed, andwith the aid of nannoplankton biozonation I was able to correlate
them unambiguously to the c26r chron.

9.3.3 Campbell Island

The Campbell Island stratigraphy was based on a total of 188 samples from
54 sites at two sections on different parts of the island. Each section exposed
the Garden Cove Formation and the unconformably overlying Tucker Cove
Formation. The magnetostratigraphy correlated the sections with each other
and with the gpts, producing reasonably precise estimates for sedimentation
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rates and improved constraints on the duration of the unconformity between
the two formations.

The sampled (uppermost) portion of the Garden Cove Formation was cor-
relatedwith the c29r, c29n, and c28r chrons, with all three correspondingmag-
netozones sampled at Limestone Point. At Camp Cove, only the two reversed
magnetozones were sampled, and the c29n chron inferred to be present within
an 8-metre sampling gap.The sampled (lowermost) portion of the Tucker Cove
Formationwas identified asmost probably corresponding to c22r, although an
alternative correlation with the final ~200 kyr of c23r is also a possibility.

9.3.4 Magnetic mineralogies

At every studied section, rock magnetic (irm and tdms) investigations indic-
ated that the remanence was carried by very low concentrations of magnetite
(possibly with slight oxidation or cation substitution), with negligible contri-
butions from other magnetic minerals. As described in section 9.1.4, irm and
tdms were the most useful techniques in determining mineralogy.

9.3.5 Palaeomagnetic behaviours

After comparative pilot studies with af and thermal demagnetization, I used
thermal treatment for all the palaeomagnetic studies. Most samples showed
common features of magnetic behaviour: noisy demagnetization paths which
failed to reach a stable endpoint, and thermally induced alteration usually at
300–400°C. The mean direction of the demagnetization path was close to the
time-averaged present geomagnetic field, indicating that demagnetization was
removing an overprint from the current normal chron. Since magnetite had
been identified as the only demagnetization carrier, and magnetite is unlikely
to form authigenically under reducing conditions, I inferred that the demag-
netization paths were moving towards a primary magnetization component
obscured by thermal alteration. I thus used great-circle remagnetization ana-
lysis (McFadden and McElhinny, 1988) to determine the directions of the final
components.

The reliability of the great-circle fits varied between the field areas. At Fair-
field Quarry and mid-Waipara River, a significant proportion of sites were dis-
carded because of insufficiently reliable mean directions. At Campbell Island,
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demagnetization paths tended to be shorter, but the mean directions determ-
ined by intersecting remagnetization great circles were usually very well con-
strained.

9.3.6 Anisotropy of Magnetic Susceptibility

Despite very low anisotropies (especially at the mid-Waipara River section),
ams measurements were generally successful in determining palaeocurrent
flow directions. At mid-Waipara River, ams recorded a cessation or weaken-
ing of current flow in the upper part of the section. At Campbell Island, ams
showed variations in current direction throughout the studied time period,
with a greatly weakened signal both at the K-Pg boundary and immediately
after the unconformity between the Garden Cove and Tucker Cove formations.
At Fairfield Quarry, directions were determined for the bottom part of the sec-
tion, but a strong inverse fabric dominated most of the section, preventing
palaeocurrent analysis; the inverse fabric is probably caused by the presence
of siderite.

9.3.7 Remanence acquisition

I developed a model for remanence acquisition to explain how a small rem-
nant of detrital magnetite was able to survive in the reducing environments in
which most of the sediments were deposited (section 8.2.6, p. 265). The model
posits that a small proportion of the originally deposited magnetite was over-
grown or encapsulated by an inert mineral, physically protecting it from the
reducing environment. Provided that encapsulation occurred after deposition,
the protected magnetite should still carry a drm, albeit an extremely weak one.

9.4 Implications

9.4.1 Palaeogene stratigraphy

Themagnetostratigraphic studies demonstrated the effectiveness of the reman-
ence acquisition model, the measurement techniques, and the analysis soft-
ware. They improved the dating of the sections and allowed more accurate
determination of sedimentation rates.
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9.4.2 Tectonic rotations

Most formationmean directions were broadly consistent with the expected dir-
ection from known constraints on the site’s palaeolatitude and rotation. Two
formation means from Campbell Island gave anomolous declinations, prob-
ably attributable to high inclination and insufficient averaging of secular vari-
ation.

9.4.3 Ice in the greenhouse

In this thesis I have developed and applied palaeomagnetic tools to investigate
the hypothesis that Antarctica experienced glacial episodes before the Oligo-
cene, and that ocean gateways are thus less vital toAntarctic glaciation than has
commonly been assumed. The palaeomagnetic investigations gave improved
age constraints for all the sections I studied, and the revised age constraints are
consistent with pre-Oligocene Antarctic glaciation. At Campbell Island, mag-
netostratigraphy expanded the known duration of the major unconformity
between the Garden Cove and Tucker Cove formations to 61.128–50.730Ma,
allowing the earlier part of this unconformity to be correlated with a previ-
ously reported occurrence of ird (Leckie et al., 1995).Themagnetostratigraph-
ically dated ams results from the Campbell Island sections showed significant
variation in bottom current direction and intensity before and after the uncon-
formity, implying that it was related to a change in ocean currents. At Fairfield
Quarry, the minimum sedimentation rate determined for the Palaeogene sedi-
ments implies the presence of significant unconformities higher in the Abbots-
ford Formation. At the mid-Waipara River, the magnetostratigraphy and ams
show evidence of a sharp change in bottom-water flow at around 59Ma, which
may represent a weaker response (due to the greater palaeodistance from Ant-
arctica) to the samemarine events which led to the unconformity on Campbell
Island.

The palaeomagnetic interpretation of glauconitic horizons was a vital com-
ponent of this thesis. At the rock magnetic level, I established that, while glauc-
ony weakens the overall remanent magnetization, it does not acquire a post-
depositional remanence, simplifying the palaeomagnetic interpretation. At the
palaeomagnetic level, I developed methodologies for palaeomagnetic work on
very weakly magnetic sediments, allowing directions to be determined from
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samples which until recently would probably have been classed as ‘nonmag-
netic’. Central to these methodologies are improved measurement protocols
and the development of a software application which can determine the actual
sample remanence from these measurements. At the magnetostratigraphic
level, this work enabled interpretation of the glauconitic horizons within the
studied sections. The six horizons in the upper Fairfield Quarry section were
shown to represent a relatively short interval of time (328 kyr), demonstrat-
ing the ability of magnetostratigraphy to improve on biostratigraphic age con-
straints in these sections; these results also showed that, while glauconitic hori-
zons can represent intervals of reduced sedimentation, accurate chronostrati-
graphy is vital for their palaeoenvironmental interpretation.

The tools and techniques I developed were successful in dating the sections
at the three field areas, allowing them to be interpreted together in the wider
context of regional oceanographic changes during the early Palaeogene. The
stratigraphic interpretations at Campbell Island and the mid-Waipara River
support at least one late Palaeocene Antarctic glaciation correlated with a
known deposit of ird (Leckie et al., 1995), and two of the glauconitic horizons
at Fairfield Quarry may be attributable to brief glaciations in the early Palaeo-
cene.The fluctuations in reported oxygen isotope values during the Palaeocene
(Zachos et al., 2008) might thus be explained, at least in part, by changes in
global ice volumedue to the growth and decay of ice sheets onAntarctica. Since
neither the Drake Passage nor the Tasmanian Gateway had begun to open at
this time, these results would then imply that ocean gateways are not necessary
for the growth of Antarctic ice sheets.
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Appendix A PuffinPlot user manual

This appendix forms a practical guide to the usage of the palaeomagnetic data
plotting and analysis program PuffinPlot. It complements chapter 4, which
gives theoretical background and implementation details, but few detailed
notes on usage. This appendix is intended to be a comprehensive stand-alone
manual, requiring no prior knowledge of chapter 4 for its use; it therefore incor-
porates two subsections (A.2.4 and A.3.3.5) reproduced from chapter 4.

A.1 Installation

This section describes the hardware and software requirements for running
PuffinPlot, and gives instructions for installing and running it.

A.1.1 Requirements

PuffinPlot runs on the Java platform (version 5 or later), which is preinstalled
or freely available for a variety of operating systems, includingWindows, Linux,
and Mac OS X. Instructions for installing Java are beyond the scope of this
manual; please consult the documentation for your operating system or visit
http://www.java.com/ for details.

A.1.2 Obtaining and installing PuffinPlot

PuffinPlot is distributed in two variants. The first is suitable for all operating
systems. The second has identical functionality, but is tailored for easier install-
ation and use on Mac OS X. Mac users are advised to use the second variant,
although the first will also work for them.

A.1.2.1 All operating systems

The latest ‘universal’ version of PuffinPlot may be downloaded as a file named
PuffinPlot.jar from http://talvi.net/PuffinPlot.jar . This file is recommended for
Linux, Windows, and other non-Mac operating systems.
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Figure A.I Two versions of the PuffinPlot icon; both depict an adult specimen of the Atlantic Puffin, Fratercula arc-
tica. The old PuffinPlot icon (shown at left) was modified from a downloaded photograph of unknown provenance;
the new PuffinPlot icon (shown at right, and used for version 0.95 and above) was cropped from an illustration by
the Finnish artist Wilhelm von Wright (1810–1887), published in Svenska fåglar, efter naturen och på sten ritade
(2nd ed., 1929).

The details of starting PuffinPlot vary between operating systems, but
double-clicking on the file PuffinPlot.jar is the most common method. In some
cases it may be necessary to right-click on the file and select ‘Open with Java
runtime’ or some similar text from a menu.

A.1.2.2 Mac OS X

The latest Mac OS X version of PuffinPlot may be downloaded as a file
named PuffinPlot.zip from http://talvi.net/PuffinPlot.zip. This file is packaged
as a standard OS X application and conforms more nearly to OS X user inter-
face standards than the ‘universal’ version described in the previous section.

After downloading PuffinPlot.zip, double-click on it to automatically
extract the PuffinPlot application, denoted by an icon representing a puffin
(shown in figure A.I). The application may then be dragged into the Applica-
tions folder, or any other convenient place.

PuffinPlot is started by double-clicking on its application icon.
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A.2 Basic usage

This section gives a brief introduction to the PuffinPlot data model and to the
features of its main window.

A.2.1 A note on keyboard shortcuts

PuffinPlot provides a large number of keyboard shortcuts for its various capab-
ilities; most of them involve holding down the Ctrl key while pressing another
key. On Mac OS X, these shortcuts use the ⌘ key rather than the Ctrl key,
in accordance with Apple user interface guidelines. Throughout this manual,
keyboard shortcuts will be given as (for example) ‘Ctrl-A’. Users of Mac OS X
should read these shortcuts as ⌘-A, etc.

A.2.2 Opening a file

To open a file, select Open… from the File menu. This function will allow you
to choose one or more files to open from a standard file selection window. You
may also select an entire folder; in this case every file within the folder will be
opened.

A.2.3 A tour of the main window

Figure A.II shows an annotated screenshot of PuffinPlot’s main window with
a discrete sample data file open. The bulk of the window is devoted to the data
display itself, and shows the fourmost popular data displaymethods for palaeo-
magnetic data: a table, a Zijderveld plot, an equal-area projection, and a demag-
netization-intensity biplot (which also shows an overlaid magnetic susceptibil-
ity plot).The plots are interactive, in that individual data pointsmay be selected
by clicking or by dragging a rectangle with the mouse.

To the left of themain plot display area is the sample chooser, which shows a
complete list of the samples within the suite, with the currently selected sample
highlighted. Multiple samples may be selected at once allowing functions such
as pca calculation to be performed en masse. If a long core data file is loaded,
the sample chooser is shown as a vertical slider indicating depth rather than a
list of sample names.
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temp. dec. inc. int. m.s.
25 232.0 -63.4 2.77e-05 3.0e-04
50 210.5 -61.6 2.29e-05 3.0e-04
75 224.8 -54.5 2.18e-05 3.3e-04
100 217.4 -52.3 1.32e-05 3.0e-04
125 207.4 -38.4 1.03e-05 3.0e-04
150 203.6 -30.1 1.67e-05 3.0e-04
175 263.1 -61.9 1.59e-05 3.1e-04
200 289.4 -52.6 8.14e-06 3.3e-04
225 111.9 -23.7 8.95e-06 3.1e-04
250 228.0  32.2 5.98e-06 2.6e-04
275 211.8  36.5 1.71e-05 2.6e-04
300 236.5  63.8 2.16e-05 2.9e-04
325 107.8 -9.4 4.66e-05 5.9e-04
351 118.7  7.8 8.62e-05 8.0e-04
375 51.4 -4.7 5.81e-05 7.6e-04
400 102.6  14.4 7.85e-05 7.6e-04
425 118.6  58.9 1.38e-04 8.9e-04
450 108.9 -0.9 1.64e-04 1.3e-03
475 135.5 -27.1 9.74e-05 1.3e-03
500 113.7 -11.7 8.07e-05 1.2e-03
525 129.4 -12.3 1.10e-04 1.2e-03
550 93.2  71.9 1.74e-04 1.2e-03
575 197.1 -0.8 4.67e-04 6.5e-04

Sample: MWD1137.2
Site: MWD11

Suite name

Menu bar
Orientation
correction

Zijderveld plot
projection type

Sample
orientation

Formation
orientation

Magnetic
declination

PCA
anchoring

Select
all

points

Perform
PCA

De-select
points &

clear
calculations

Currently
selected
sample

Data
table

Discrete
sample
chooser

Dash denotes
hidden

data point

Demagnetization/
intensity plot

Equal-area
projection

Zijderveld
plot

Upper-
hemisphere

point

Lower-
hemisphere
point

Sample
name

Figure A.II The main window of PuffinPlot with a discrete file loaded, showing the default data plot layout. Data
plots, information displays, and controls are annotated. Note that several other data plots are available, but are
not shown by default, and that the layout may be freely rearranged by the user. Data points above the 275°C
demagnetization step have been hidden.
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Treatment step

For long core data 
sets, sites are not 
defined: the suite 
contains the 
samples directly.

The complete set of all the data to be
processed.

For discrete data sets: all samples from 
one location.

The state of a Sample after a particular
series of treatment steps. 

Suite

Site Site SiteSite Site Site

Name Locality Magnetic declination

Site

Sample Sample SampleSample Sample Sample

Name Height Bedding

Sample

Step Step Step

One physical rock specimen, or one 
position on a long core.

Step Step Step

Name Volume Orientation

MagnetizationTreatment Susceptibility

Figure A.III PuffinPlot’s hierarchical data model. Each layer (except the lowest) contains multiple instances of the
following layer.

Above the main plot area is the toolbar, which gives convenient access to
some of the most frequently used facilities of the program. From left to right,
these are: choosers for the currently displayed data suite, the orientation correc-
tion, and the Zijderveld projection type; displays of the sample and formation
orientations and magnetic declination; and buttons for three of the most com-
monly performed actions.

At the top of the window is the menu bar, providing access to all the pro-
gram’s functions in a hierarchical manner. On Mac OS, the menu bar is at the
top of the screen rather than the top of thewindow, and includes an extramenu
at the left, entitled PuffinPlot.

A.2.4 Data model

This section is reproduced from chapter 4.

PuffinPlot uses a hierarchical data structure, with higher levels contain-
ing multiple instances of each lower level. The structure is summarized in fig-
ure A.III. At the top is the suite, which contains all the data to be analysed as
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part of a particular study. For a discrete specimen study, this will typically cor-
respond to a section in the field; for a long core study, it will correspond to a
core. A suite is initially created by opening one or more data files from a mag-
netometer; it is saved as a file in PuffinPlot’s own format. In a discrete study, a
suite contains multiple sites. A site corresponds to a set of samples taken from
one spot in a section.A site’s associated data can include such things as bedding
attitude and stratigraphic height, as well as calculated parameters such as the
mean palaeomagnetic direction for all the samples at the site. For a long core
study, sites are not defined: samples are contained directly within the suite.

Each site (or, for long core data, the suite) contains multiple samples. A
sample corresponds to a small physical volumeof rock. For a discrete study, this
will usually be a typical palaeomagnetic 25mm cylinder or iodp cube sample.
For long cores, it is the portion of the core at a particular depth. The data
associated with a sample consists of information specific to this physical unit
which does not change with the application of demagnetization techniques –
for example, a sample code or name (or, for long cores, a depth), the field ori-
entation of the sample, and its volume. For discrete samples this data can also
include a tensor representing anisotropy of magnetic susceptibility, which is
imported separately from an agico kappabridge datafile and collated with the
magnetization data by matching the sample names. The sample can also con-
tain calculated parameters, such as a direction fitted by principal component
analysis, or a best-fitting great circle.

Each sample contains multiple demagnetization steps. A step represents a
sample at a particular point during the treatment protocol. Its associated data
thus includes details of the treatment: the type (thermal, af, irm, etc.) and para-
meters (temperature, field strength, etc.). The data also includes the state of
the sample itself – most importantly, the measured magnetization vector. For
thermal studies, the magnetic susceptibility is usually also recorded after every
heating cycle, and is also stored as part of the step.

A.2.5 Main window features

This section describes the parts and functions of the main PuffinPlot window,
as shown in figure A.II.
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A.2.5.1 Plot area

The plot area is the largest part of the window, and plots the data for the cur-
rent sample using various plots. By default, four plots are shown: a demag-
netization-intensity biplot, a Zijderveld plot, an equal-area projection, and a
table of demagnetization steps. The plots can be moved and resized (see sec-
tion A.3.3.2). Other plots are also available, and the preferences window can
be used to control which plots are displayed (see section A.3.3.3).

A.2.5.2 Sample chooser

The sample chooser sits at the leftmost edge of the main window, and allows
you to change the current sample (the one for which data is plotted) and the
set of selected samples (most of PuffinPlot’s functions operate on the currently
selected samples). Often, the set of selected samples will consist only of the
current sample.

The sample chooser takes two forms, depending on whether the current
suite of data is for discrete samples or for a continuous long core measurement.

Using the discrete sample chooser

The discrete sample chooser shows the names of the samples in the current
suite. The selected sample or samples are highlighted in a different colour. If
more than one sample is selected, the first of them is displayed in the main
plot area.

To select a single sample, click on its name. To select a contiguous range of
samples, click at one end of the range, then hold down Shift while clicking at
the other end of the range. To select multiple, non-contiguous samples, hold
down Ctrl while clicking. To select all samples, press Ctrl-A.

Using the continuous sample chooser

The continuous sample chooser is a vertical grey bar representing the total
length of the measured core, striped with horizontal white lines representing
the individual measurements at each depth. (If there are too many measure-
ments for all the requisite white lines to be displayed, they are omitted.) A black
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triangle and line show the current depth.The selected samples are denotedwith
orange highlighting.

To select a single depth, click on the appropriate part of the sample chooser.
To scroll rapidly through a range of samples, click and drag the mouse along
the sample chooser. To select a range of samples, hold down Shift, then click,
drag, and release the mouse on the chooser.

Keyboard shortcuts for sample selection

Use Ctrl-B and Ctrl-N to change the current sample. Use Ctrl-A to select all the
samples in the current suite. You can also use the up and down arrow keys to
change the sample.

A.2.5.3 Toolbar

The toolbar displays various data and provides several controls. From left to
right, these are:

Suite chooser. This chooser shows the name of the current suite of data. If
more than one suite of data has been opened, the suite chooser allows you
to switch between them.

Orientation correction chooser. This chooser allows you to choose whether
data is displayed in laboratory co-ordinates (uncorrected), in field co-ordin-
ates, corrected for sample orientation (samp. corr.), or in tectonic co-ordin-
ates, corrected for both sample orientation and bedding orientation (form.
corr.).

Zijderveld projection type. This chooser controls the vertical projection used
in the Zijderveld plot. The y axis always corresponds to the vertical direc-
tion; the chooser controls the x axis, which may correspond to North (V
vs. N) or East (V vs. E). The third option, V vs. H, projects each data point
separately, in the plane containing itself and the origin; this is sometimes
referred to as a ‘modified Zijderveld’ plot.

Sample orientation (Samp). The first number is the azimuth of the sample
orientation; the second is its dip. For a long core, all these valueswill usually
be 0 and 90 respectively throughout the core.
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Formation orientation (Form). The first number is the dip direction of the
bedding; the second in the dip magnitude.

Magnetic declination (Dev). This is the angle between magnetic north and
true north at the sampling site.

Select all selects all the points in the current sample.

Pca performs principal component analysis for the selected points of all the
selected samples.

Clear calculations de-selects all the points in all the selected samples, and
clears the results of any calculations done on them, such as pca or great-
circle analysis.

A.3 Detailed usage

This section gives a methodical account of PuffinPlot’s features.

A.3.1 Catalogue of functions

This section lists all the items in PuffinPlot’s menus, giving a brief description
of the functionality associated with each one.

A.3.1.1 File menu

This menu contains functions connected with opening, closing, and saving
files.

File > Open… loads one or more files of demagnetization data into PuffinPlot
as a new suite. See section A.3.2.1 for details of supported filetypes.

File > Open recent file is a submenuwhich contains the names of the last eight
files which have been opened in PuffinPlot, allowing them to be opened
again with a single click.

File > Save saves the current suite as a PuffinPlot file. If the suite was opened
from a PuffinPlot file or if it has been previously saved as a PuffinPlot file,
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it will immediately be saved to that file. If no PuffinPlot file is associated
with this suite yet, a standard ‘save file’ dialog box will prompt yo for a file
name and location.

File > Save as… allows you to save the current suite to a different filename or
location.

File > Close closes the current suite, removing it from PuffinPlot’s data display.

File > Export data is a submenu allowing the export of various kinds of data to
csv files.

File > Export data > sample calculations… saves a file containing all the data
associated with individual samples. Table A.I describes the fields which
make up the file.

File > Export data > site calculations… saves a file containing (for suites with
discrete samples) all the data associated with sites. Table A.II describes the
fields which make up this file.

File > Export data > suite calculations… saves a csv file containing only one
line of data, which gives the mean inclination, mean declination, α₉₅, and
k for the Fisherian mean direction calculated for the entire suite.

File > Export data > IRM data… saves files containing irm acquisition data. It
produces a folder of files, one for each sample in the suite. Each file is in tab-
delimited text format, and each line within the file contains the irm field
strength and the magnetization intensity of the sample after application of
that field.

File > Page Setup… opens a window allowing you to change the paper size, ori-
entation, and margins for printing.

File > Print… opens a window allowing you to print the selected samples. Note
that only the selected samples will be printed, so if you wish to print the
whole suite use Edit > Select all first. On most systems this will also allow
you to print to a pdf file; Windows users may need to install a virtual pdf
printer, such as Cutepdf Writer or Bullzip pdf Printer, in order to produce
pdf files.
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Field name Description

Suite Suite name

sample Sample name

nrm intensity Nrm intensity (A/m)

ms jump temp. For thermal demagnetization, the temperature step at which the first
jump in magnetic susceptibility occurs, A jump is defined as an increase
of 2.5 or more times the previous value.

Fisher inc. Mean inclination (°)

Fisher dec. Mean declination (°)

Fisher a95 α₉₅ of mean direction (°)

Fisher k k-value of mean direction

pca inc. Inclination of pca direction (°)

pca dec. Declination of pca direction (°)

pca mad1 The Maximum Angle of Deviation for the planar pca fit; the smaller the
value, the more coplanar the points.

pca mad3 The Maximum Angle of Deviation for the linear pca fit; the smaller the
value, the more collinear the points.

pca anchored ‘yes’ if the pca fit was anchored; ‘no’ if not

pca start Field or temperature of first demagnetization step used for pca analysis
(°C or mT)

pca end Field or temperature of last demagnetization step used for pca analysis
(°C or mT)

pca contiguous ‘yes’ if all steps between the first and last were selected for pca; ‘no’ if
any were omitted

mdf half-intensity half of the nrm

mdf demagnetization the demagnetization level at which the nrm was reduced to half (°C or
mT)

mdf midpoint reached ‘yes’ if magnetization intensity reached half the nrm intensity during
demagnetization; ‘no’ otherwise

[annotations] Any user-defined annotations are also exported as part of the sample
export file. See section A.3.3.4 for details.

Table A.I List of fields in exported sample data file, Note that, in addition to the predefined fields, any custom
user annotations (see section A.3.3.4) will also be exported in this file.
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Field name Description

site Name of site

Fisher inc. Mean inclination of pca directions (°)

Fisher dec. Mean declination of pca directions (°)

Fisher a95 α₉₅ of mean pca direction (°)

Fisher k k-value of mean pca direction

gc valid ‘Y’ if the great-circle fit is valid, blank otherwise. A fit is valid if it includes at least
three circles, and has α₉₅<3.5 and k>3.

gc inc. Inclination of great-circle direction (°)

gc dec. Declination of great-circle direction (°)

gc a95 α₉₅ for great-circle direction (°)

gc k k-value for great-circle direction

gc n Number of great circles used in great-circle fit

gc m Number of pca directions used in great-circle fit

t1min These four parameters give the ranges of demagnetization steps used to fit the circles.
t1 is the first (lowest) demagnetization step in a circle path for an individual sample,
and t2 the last (highest). t1min is theminimumof the t1 values across all the circles
for the site, and t2 the maximum. Similarly, t2 is the last step used in a single circle,
and t2min–t2max is the range of its values across all the samples at a site.

t1max

t2min

t2max

Table A.II List of fields in exported site data file
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File > Print Fisher… prints the contents of the separate window showing Fisher
statistics of pca directions through the suite; see Calculations > Fisher on
suite in section A.3.1.3 for more details.

File > Print Great Circles… prints the contents of the separate great-circle fit
window; see Calculations > Great circles in section A.3.1.3 for more details.

File > Import AMS imports ams data from a file. The file must be in the
.asc format produced by the Safyr program distributed with Agico
kappabridges. The ams data is assigned to the appropriate samples within
the suite by matching the sample names specified in the asc file with the
sample names for the demagnetization data. If the ams file contains data
for samples not in the suite, these samples will be created and added to the
suite. Ams data is not displayed by default; the equal-area plot of ams data
can be activated from the Preferences window.

File > Export SVG saves the current contents of the main data display as an svg
(Scalable Vector Graphics) file. As a vector graphics format, svg is allows
for high-quality reproduction at any size. It can also be easily edited and
incorporated into other graphics using vector graphics programs such as
Inkscape and Adobe Illustrator.

File > Export preferences… saves your current preferences to a file. In conjunc-
tion with the Import preferences feature, this allows you to transfer your
preferences from one computer to another. It also allows you to keep mul-
tiple sets of preferences and switch between them as needed. Probably the
most useful application is to save different plot layouts for different sets of
data.

File > Import preferences… sets your preferences from a file saved using Export
preferences. See the description of Export preferences for details.

File > Preferences… opens the preferences window. See section A.3.3.3 for
details. On Mac OS X, this item is found on the PuffinPlot menu to the
left of the Filemenu, rather than on the Filemenu.

File > Quit terminates PuffinPlot. On Mac OS X, this item is found on the
PuffinPlotmenu to the left of the Filemenu, rather than on the Filemenu.
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A.3.1.2 Edit menu

The Edit menu provides various basic functions mainly to do with manipula-
tion of data points.

Edit > Select all selects all the points in all the selected samples, excluding
points which have been hidden (see Hide points below).

Edit > Clear selection de-selects all the points in all the selected samples.

Edit > Move plots allows you to reposition and resize the plots in the main
display area. See section A.3.3.1 for details.

Edit > Reset layout resets the sizes and positions of all the plots to their default
values.

Edit > Corrections… opens a window which allows you to change the sample
orientation, formation orientation, and local magnetic declination for all
the selected samples. Each correction type can be individually changed
without affecting the values of the others.

Edit > Copy point selection takes the points which are selected for the current
sample, and selects the corresponding points for all the selected samples.
This functionality is useful, for example, for hiding the same points in a
large number of samples without having to manually select them for each
sample.

Edit > Hide points hides all the selected points in all the selected samples.They
are removed from all the graphical plots (which will be rescaled to avoid
unnecessary blank space), but not from the data table in the main plot win-
dow; on the data table, hidden data points are marked with a dash symbol
(–) to their left. Hidden points can be restored using the

Edit > Show all points restores all hidden points in all the selected samples.

Edit > Edit custom flags… allows you to add or remove user-defined flags for
the suite; see section A.3.3.4 for details.

Edit > Edit custom notes… allows you to add or remove user-defined note cat-
egories for the suite; see section A.3.3.4 for details.
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Edit > Rescale mag. sus. scales all the magnetic susceptibility values for the
suite by a specified factor. This feature is useful since magnetic susceptib-
ility meters typically do not report values in standard S.I. units. Note that,
unlike many PuffinPlot operations, the scaling is applied to the entire suite,
not just the selected samples.

A.3.1.3 Calculations menu

The calculations menu provides facilities for calculating magnetic parameters
and directions. Note that most calculations operate on all the selected samples,
not just the current sample.

Calculations > PCA calculates a best-fitting line to all the selected points in
all the selected samples, using principal component analysis (Kirschvink,
1980). The pca direction is projected onto the Zijderveld plot.

Calculations > Anchor PCA is a menu item which may be toggled on or off.
When it is on, pca analyses are constrained to pass through the origin. In
general, the pca should be anchored when the analysed points are known
to represent the final demagnetization component. Leaving it unanchored
allows analysis of secondary components, provided that they are suffi-
ciently well separated from other components.

Calculations > Fisher by sample calculates, for each selected sample, a Fish-
erian mean direction for all the selected points. This calculation can pro-
duce reasonablemean directions for origin-trending components, but prin-
cipal component analysis is usually preferable.

Calculations > Fisher by site calculates a Fisherianmean direction for the pca
directions at each site.

Calculations > Fisher on suite calculates a Fisherian mean of the pca direc-
tions for all the selected samples, and opens a new window showing an
equal-area plot of the pca directions, the mean direction, and the 95% con-
fidence circle.

Calculations > MDF calculates the Median Destructive Field (or, for thermal
demagnetization, the Median Destructive Temperature) of the selected
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samples. This is the field (or temperature) at which the intensity of the
sample’s remanence has been reduced to half of its initial value. Once cal-
culated, it is displayed on the demagnetization-intensity plot, and can be
saved as part of the exported sample data.

Calculations > Clear calculations de-selects all the points in all the selected
samples, and clears the results of any calculations done on them, such as
pca or great-circle analysis.

Calculations > Fit circle calculates and displays a best-fitting great circle for all
the selected points in all the selected samples.

Calculations > Great circles calculates a best-fitting direction for all the great
circles fitted at the current site, using the algorithm ofMcFadden andMcEl-
hinny (1988). The great-circle fit is shown both in the Great circles plot in
the main window (if the plot has been activated in the preferences), and in
a separate window which is opened automatically.

Calculations > Clear site calculations clears the results of any calculations
associated with the selected sites (as opposed to samples); at present, this
amounts to clearing the best-fit great-circle direction for each selected site.

Calculations > Reversal test performs a basic reversal test of all the currently
open suites.

AMS calculations

PuffinPlot can show the results of statistical calculations on ams tensors, giv-
ing mean directions and confidence ellipses for the principal axes by one of
three methods; at present, however, these calculations cannot be performed by
PuffinPlot itself. Instead, it makes use of two Python scripts from the PmagPy
suite (Tauxe et al., 2010), bootams.py and s_hext.py. In order to calculate
ams statistics, these scripts must first be installed on the computer running
PuffinPlot, and the folder containing them must be specified in the Prefer-
ences window. The PmagPy programs may be obtained from http://earthref
.org/PMagPy/.
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All ams calculations operate on the currently selected samples. Tauxe et al.
(1998) and chapter 13 of Tauxe et al. (2010) givemore details of tensor statistics,
particularly with regard to the application of bootstrap methods.

Calculations > Calculate bootstrap ams calculates bootstrap statistics using
the bootams.py program, producing Kent error ellipses which are shown
on the ams plot in the main window.

Calculations > Parametric bootstrap ams calculates bootstrap statistics using
the bootams.py program, producing Kent error ellipses which are shown
on the ams plot. It differs from the previous function in employing a para-
metric bootstrap, which can provide more realistic confidence intervals
for small numbers of samples on the (often reasonable) assumption that
measurement uncertainties are normally distributed across the selected
samples.

Calculations > Calculate Hext on ams calculates Hext (1963) statistics using
the s_hext.py program and displays the mean directions and error ellipses
on the ams plot.

Calculations > Clear ams calculations Clears any previously done bootstrap
and Hext calculations.

A.3.1.4 Window menu

This menu allows you to open or close two windows displaying extra data.

Window > Data table opens (or closes) a window showing all the demagnetiz-
ation data for the current sample as a table. This table is far more extensive
than the brief table displayed in the main window, and allows data to be
selected and copied to the clipboard so that it can be pasted into a spread-
sheet or text editor.

Window > Suite pca plot opens (or closes) a window containing an equal-area
plot of pca directions; the plot is created by selecting the Calculations >
Fisher on suitemenu item, andmay be printed using the File > Print Fisher…
menu item.
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A.3.1.5 Help menu

Help > About PuffinPlot displays some brief information about PuffinPlot,
including the version. On Mac OS X, this item is also present on the Puffin-
Plotmenu.

A.3.2 Features

This section presents PuffinPlot’s features in moderate detail.

A.3.2.1 Supported file types

PuffinPlot can currently open three types of file: its own filetype (filename
suffix ppl); data produced from 2g cryomagnetometers (filename suffix dat);
and data from the Zplot program by Stephen Hurst (filename suffix txt). In gen-
eral, support for other file formats is straighforward to add.

A.3.2.2 Selecting points

For most of PuffinPlot’s functions, the data points of interest must be selected
before anything can be done to them. You can select data points simply by
clicking on them; if you click on a selected point it will be de-selected. Selected
points are drawn in red to distinguish them from the black unselected points.
Note that the notional data point itself is the thing being selected, not the visual
representation that you click on. Thus, if you click on a point in one plot, the
corresponding point in all the visible plots will also turn red, since they are
visual representations of the same datum.

Since data points are relatively small, clicking accurately on them can be
inconvenient. PuffinPlot offers two alternative selection methods to alleviate
this problem. Firstly, by holding down the Shift key, you can select a point
simply by left-clicking near it; holding Shift and right-clicking will de-select
nearby points instead. Secondly, you can click, hold the button, and drag the
pointer across the graph, creating a rectangle. Any point within the rectangle
will be selected.
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A.3.2.3 Working with multiple samples

Since most PuffinPlot operations are automatically applied to all the selected
samples, repetitive analysis work can often be done automatically using the
Copy point selection feature. For example, if you wish to apply a pca to the
100–250°C demagnetization range of a series of 50 samples, it can be done in
four quick steps:

1. For the first sample, select the points corresponding to the 100–250°C
demagnetization range.

2. Select the 50 samples using the sample chooser, keeping the first sample as
the current one.

3. Use Copy point selection on the Edit menu (or press Ctrl-Shift-C to select
the corresponding points in all the selected samples.

4. Select pca from the Calculationsmenu, or press Ctrl-R.

This procedure will immediately perform pca on all 50 selected samples.

A.3.3 Plot types

This section lists and briefly describes the available plot types in PuffinPlot.
Some of them are not displayed by default, but these may be activated via
the preferences window (see section A.3.3.3). Note that the term ‘plot’ is used
rather loosely in this manual to refer to any movable element displaying data
within themain window.Thus, the ‘plots’ listed below include textual elements
such as legends.

Equal-area is a Lambert azimuthal equal-area projection showing the direc-
tions of the current sample’s magnetization vectors. Successive points are
connected by great-circle segments. Points in the upper hemisphere are
shown as unfilled (white) and connected by solid lines; points in the lower
hemisphere are filled (black) and connected by dashed lines. If a great circle
fit has been calculated for the sample, it is shown on this plot.

Zplot is a Zijderveld plot, overlaying an orthographic projection in the hori-
zontal plane with an orthographic projection in a chosen vertical plane.
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The vertical plane can be controlled using the chooser on the toolbar; see
section A.2.5.3 for details. The horizontal projection is shown with filled
points, and the vertical projection with unfilled points. If a pca fit has been
calculated for this sample, the two projections of the pca lines are overlaid
on the plot in blue. (If the V vs. H vertical projection is selected, only the
horizontal projection of the pca line is shown, since V vs. H effectively uses
a different vertical projection for each point.)

Zplot key is a legend for the Zijderveld plot, showing the interpretations of
the filled and unfilled points and giving the units in which the axes are
calibrated.

Demag. is a plot of demagnetization step (in mT or °C) versus intensity of
magnetization (in A/m), shown as a line of filled points. If magnetic sus-
ceptibility measurements have been taken, they are overlaid on the same
plot as unfilled points, with the scale shown on the right of the graph.

Data table is a table in which each row represents one demagnetization step
for the current sample. The columns, from left to right, give the demagnet-
ization step, declination, inclination, intensity, and magnetic susceptibility.
Selected points are denoted by an asterisk (*) to their left; hidden points
are denoted by a dash (–) to their left.

Pca shows the results of pca textually, if pca has been carried out for the cur-
rent sample; otherwise it is invisible. When visible, it shows the inclina-
tion and declination of the first principal component, which corresponds
to a least-squares linear fit. It also shows the maximum angular deviation
(mad) values mad1 and mad3, which function as goodness-of-fit paramet-
ers (smaller is better) for planarity and collinearity respectively. Kirschvink
(1980) gives more detail of the interpretation of mad values.

Title simply shows the name of the current sample and the current site, for
a discrete suite. For a continuous (long core) suite, it shows the current
depth.

Fisher shows the parameters of the per-sample Fisherian analysis, if one has
been carried out; otherwise it is invisible. It gives the mean inclination and
declination and the α₉₅ and k parameters.
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Ams is a lower-hemisphere equal-area plot of ams data, if any has been impor-
ted. Maximum, intermediate, and minimum anisotropy axes are shown as
squares, triangles, and circles respectively. If ams statistics have been calcu-
lated (see section A.3.1.3), the mean directions and confidence ellipses are
also shown.

Ternary demag. is an experimental ternary plot designed to display data from
triaxial irm demagnetization experiments conducted according to the
method of Lowrie (1990). The position of a point on the plot reflects the
relative strengths of the three axes of magnetization, which in turn corres-
pond to high,medium, and low coercivity components.The path produced
by points at successive demagnetization steps thus shows the relative effects
of thermal unblocking and alteration on these components.

Great circles shows all the great circles fitted at the current sample’s site, along
with a best-fit direction calculated by the method of McFadden and McEl-
hinny (1988).

Formation mean shows all the site means for the suite, and a Fisherian mean
and 95% confidence interval for them. If two polarities are present in the
suite, two means are calculated and shown.

Nrm Histogram shows a histogram of nrm intensities across the whole suite.

A.3.3.1 Arranging the plots

PuffinPlot allows the plots to be freely rearranged and resized within the dis-
play area; they can also be switched on and off as required (see section A.3.3.3).
To arrange the plots, selectMove plots from the Editmenu. A tick appears next
to the menu item, and the plots are overlaid by pale orange rectangles, allow-
ing you to manipulate them. Each plot is also annotated with its name, which
helps to identify plots that are not currently displaying any data (e.g. the ‘pca
directions’ display if no pca has been performed. To resize a plot, click on an
edge or corner of its rectangle and drag it to the desired size. To move a plot,
click in its central area and drag it to the desired location. Plots may be over-
lapped freely. When manipulating overlapping plots, mouse clicks only affect
the smallest plot in the ‘pile’.
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Once the plots are arranged to your satisfaction, click Move plots on the
Editmenu again to untick the menu item and resume normal operation.

A.3.3.2 Changing the layout

You can change the size and arrangement of the plots in the main window by
choosing Move plots from the Edit menu. This action puts PuffinPlot tempor-
arily into a special mode where plots become moveable: a tick appears next to
theMove plotsmenu item, and the plots themselves are overlaid by translucent
coloured rectangles.The name of the plot is also displayed at the top left corner
of each rectangle; this can be useful for identifying plots which are currently
invisible – for example, the table of pca values if no pca has been performed.

InMove plotsmode, you can resize a plot by clicking and dragging on one
of the darker-coloured edges or corners of the plot. You can move the whole
plot by clicking and dragging in its more lightly coloured central zone. Plots
can overlap one another freely. When you click in an area where two or more
plots overlap, the smallest plot is treated as the ‘topmost’, and this is the one
which will be moved or resized.

A.3.3.3 The preferences window

The preferences window is divided into three tabs.

The Loading tab

This tab contains options connectedwith reading data from .datfiles produced
by the 2g ‘Long Core’ software.

Squid sensor lengths. When reading a 2g file, PuffinPlot uses the ‘X corr’, ‘Y
corr’, and ‘Z corr’ fields to determine the magnetization vector. However,
for long core measurements, these values are not corrected for effective
sensor length, which is determined by the response function of each squid
and must be determined empirically when setting up the machine. To pro-
duce an accurate magnetization vector for long core files, PuffinPlot cor-
rects the squid readings for the configured sensor lengths when opening
the file.
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Protocol gives the measurement protocol used in taking the readings. A pro-
tocol is a particular sequence of empty tray measurements and sample
measurements in defined orientations, undertaken for each set of meas-
ured samples. The tray and sample measurements are combined by Puffin-
Plot as it reads the file, providing a more accurate, corrected moment
measurement for each sample. (Magnetic susceptibility measurements, if
present, are also automatically associated with the preceding magnetic
moment measurement or measurements.) Table A.III describes the avail-
able protocols.

The Plots tab

This tab shows a list of plots which PuffinPlot can display. You can control
which plots are shown by ticking the boxes next to the plot names. The plot
types are detailed in section A.3.3.

The Misc. tab

Demag y axis allows to you customize the text which labels the y axis of the
demagnetization-intensity plot.

PmagPy folder sets the location of the PmagPy programs. If you wish to do
calculations of ams statistics within PuffinPlot, it is necessary to have the
PmagPy programs bootams.py and s_hext.py installed (see section A.3.1.3
for details). This box allows you to specify to PuffinPlot the folder in which
the programs are installed.

Font allows you to change the font used in the plots: enter a font family name
into the box. PuffinPlot must be restarted for the change to take effect. If
the specified font cannot be found, a default fallback font is used.

A.3.3.4 Annotations

Annotations are a feature allowing short, categorized notes to be added to each
sample in a suite. The categories can be freely chosen. Annotations come in
two varieties, custom flags and custom notes. Custom flags embody a true/false
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Protocol Description

normal No extra tray or sample measurements are made. Each measurement
run consists simply of measuring the samples once in their normal ori-
entation.

tray_normal Before each sample-measurement run, an empty traymeasurement run
is made. The input file thus consists alternately of empty-tray lines and
sample-measurement lines. Each tray measurement is used to correct
the subsequent sample measurement.

normal_tray As tray_normal, but the tray measurement is made after the sample
measurement rather than before it.

tray_normal_yflip As tray_normal, but adding an extra sample measurement as a third
step. In the extra measurement, the sample is rotated 180° around its y
axis, so that the x and z measurements are inverted. Combining these
readings improves not only the precision but also the accuracy of the
magnetic moments measured on the x and z axes, since any systematic
bias should be cancelled out by the inversion. For the y axis, accuracy
is not affected but precision is improved by averaging the twomeasure-
ments.

tray_first This is the simplest tray correction: the tray is measured once at
the start, and all subseuent measurements are sample measurements.
PuffinPlot corrects each sample measurement using the initial tray
measurement.

tray_normal_ignore This option reads a file measured using the tray_normal protocol,
but (like tray_first) makes all sample corrections using the initial
tray measurement, and ignores all subsequent tray measurements. The
main intendeduse for this option is to allowdirect comparison between
the tray_first and tray_normal protocols, to avoid the extra work
of using the tray_normal protocol on sample suites for which it is
unnecessary.

Table A.III A catalogue of measurement protocols for 2g data files.
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value and are intended for when a sample fulfils some criterion – for example,
‘messy’, ‘low-temperature alteration’, or ‘multiple components’. Custom notes
are intended for adding short items of informationwhich are not automatically
inferred by PuffinPlot – for example, ‘number of components’ or ‘behaviour
type’.

Adding annotation categories

Annotations categories are defined by selecting the Edit custom flags… or Edit
custom notes… item from the Editmenu. Awindowwill appear allowing you to
add, rearrange, or remove the annotation categories. If an annotation category
is removed, all annotations made within that category will be lost.

Using annotations

When custom flags or notes have been defined, an extra panel appears at the
right-hand side of the main window. For each custom note category there is a
text box into which text may be typed. For each custom flag category there is
a tick box which may be selected or de-selected.

Annotations are saved with the rest of the data in the PuffinPlot file; they
are also exported in the sample data csv file produced by the File > Export data
> Export sample calculationsmenu item.

A.3.3.5 Scripting

This section is reproduced from chapter 4.

PuffinPlot’s graphical desktop interface is intended to be the primary way
to interact with the program. However, it is often useful to be able to inter-
act with a program using a scripting language, in order to extend its capabilit-
ies, integrate it conveniently with other programs, or process large amounts of
data without manual intervention. The Java platform upon which PuffinPlot is
built supports a number of scripting languages which can easily interface with
PuffinPlot. Perhaps most usefully, an implementation of the Python program-
ming language – named Jython (Juneau et al., 2009) – has been developed for
the Java platform. Since Python is widely used in scientific programming and
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scripting, and familiar to a large number of scientists, this should provide a con-
venient route for anyone wishing to integrate PuffinPlot with other data pro-
cessing steps. Using Jython, PuffinPlot can be controlled either from a pre-writ-
ten script, or interactively from a command shell which accepts and executes
commands one at a time from the user.

Currently, the main barrier to controlling PuffinPlot from another pro-
gram or from an interactive shell is that its internal structure is very poorly
documented; for many parts, the source code itself constitutes the only doc-
umentation. However, the source code is cleanly written and clearly laid out,
so careful perusal of it should provide enough understanding to interface with
most of PuffinPlot’s facilities.

Figure A.IV shows a very simple script demonstrating the use of PuffinPlot
from within a Python environment. The script opens a data file, calculates the
mean nrm, and produces a file containing a pca direction for each sample.
Note that virtually all of PuffinPlot’s data and functionality is available to the
Python script, so far more complex examples are possible.
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### Import the required libraries.

from net.talvi.puffinplot import PuffinApp

from net.talvi.puffinplot.data import Suite

from java.io import File

### Start PuffinPlot and open a data file.

puffin = PuffinApp()

input_file = File("example.ppl")

suite = Suite([input_file])

samples = suite.getSamples()

### Calculate and display the mean NRM.

total_nrm = sum([sample.getNRM() for sample in samples])

print total_nrm / suite.getNumSamples()

### Perform a PCA calculation for each sample.

for sample in samples: # do this for each sample:

sample.selectAll() # select all points in the sample

sample.useSelectionForPca() # and mark them for use in PCA

suite.doSampleCalculations() # perform PCA for each sample

### Save the results of the PCA calculation.

output_file = File("example-results.csv")

suite.saveCalcsSample(output_file)

Figure A.IV A simple Python script to demonstrate the use of PuffinPlot from a scripting
environment. This script first opens a data file. It then calculates the mean nrm of all the
samples and displays it. Then it calculates a pca direction for each sample in the suite, and
saves the results to a csv file. Explanatory comments in the script are preceded by the
character #. This figure is reproduced from figure 4.III.
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Appendix B Definitions

B.1 Magnetic parameters

Symbol Unit Term Definition Reference

Hc T Coercive force the reverse field which
reduces the magnetization
of a saturated sample to zero
(during continued applica-
tion of the field)

O’Reilly (1984),
p. 56

Hcr T coercivity of
remanence

the reverse field which
reduces the remanent mag-
netization of a saturated
sample to zero (after removal
of the field)

O’Reilly (1984),
p. 56

H'cr T remanent acquis-
ition coercive
force

the field which magnetizes
a sample to one half of its
saturation magnetization

Dankers (1981),
p. 448

Mrs, sirm A/m Saturation Iso-
thermal Reman-
ent Magnetiza-
tion

The remanence of a sample
after removal of a saturating
field

O’Reilly (1984),
p. 56

mdf T Median
Destructive Field

the alternating field neces-
sary to reduce the remanent
intensity by one half.

Opdyke and
MacDonald
(1973), p. 40

Table B.I Magnetic parameters
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B.2 Abbreviations

Abbreviation Meaning

acc Antarctic Circumpolar Current

af Alternating-field

ams Anisotropy of Magnetic Susceptibility

arm Anhysteretic Remanent Magnetization

clg Cumulative Log-Gaussian

crm Chemical Remanent Magnetization

drm Depositional Remanent Magnetization

eds Energy Dispersive X-ray Spectroscopy

epma Electron Probe Microanalysis

gad Geocentric Axial Dipole

gpts Geomagnetic Polarity Timescale

grm Gyromagnetic Remanent Magnetization

ird Ice-Rafted Debris

irm Isothermal Remanent Magnetization

mad Maximum Angular Deviation

md Multi-Domain

nrm Natural Remanent Magnetization

oprf Otago Palaeomagnetic Research Facility

pca Principal Component Analysis

pdrm Post-Depositional Remanent Magnetization

psd Pseudo-Single Domain

sd Single Domain

sirm Saturation Isothermal Remanent Magnetization

squid Superconducting Quantum Interference Device

ssd Stable Single Domain

Table B.IIa Abbreviations
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Abbreviation Meaning

tdms Temperature Dependence of Magnetic Susceptibility

tvrm Thermo-Viscous Remanent Magnetization

vgp Virtual Geomagnetic Pole

vrm Viscous Remanent Magnetization

xrd X-Ray Diffraction

Table B.IIb Abbreviations
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Appendix C Details of equipment
and software used

It is worth remembering that although the capability of analytical equipment
has never been greater, never has it been so easy to produce bad data at such
high speed and with so little effort.

– James V. P. Long (1995)

In this appendix, to avoid duplication of material, I detail the equipment and
software used for the rock magnetic study and three palaeomagnetic studies
described in the body of the thesis.

Field equipment

I drilled cores using either an electric hand drill (modified Makita) or a small
petrol drill (modified chainsaw). Both drills used diamond-tipped 25mm bits,
cooled and lubricated with water from a pressurised tank. I oriented the cores
using a Pomeroy orienting fixture fitted with a Brunton compass and transpor-
ted them to the laboratory in mu-metal shields.

Laboratory equipment

I cut specimens from rock cores using a circular saw with diamond-edged cop-
per blades. Specimens were stored in the magnetically shielded room (ambi-
ent field <150 nT) at the oprf, which also houses the cryomagnetometer and
demagnetizing oven.

Several of the studies involved heavily jointed or friable specimens. I reas-
sembled these using cyanoacrylate, uhu glue, or uhu contact cement. While
nonmagnetic, these glues have limited thermal stability (usually 100–200°C)
so for higher heating steps samples were reglued between every step. I also
experimented with the use of Ceramabond 571-l adhesive, manufactured by
Aremco of New York; although it was entirely heatproof within the required
range, it carried too high a magnetic remanence to be useful with weakly mag-
netized samples. To cement powder samples into cubes for the rock magnetic
experiments of chapter 3, I used Grade N sodium silicate solution supplied by
Clark Products of Napier.



330 Details of equipment and software used

I took magnetic remanence measurements using a 2g Enterprises cryo-
genic magnetometer with three Applied Physics Model 581 squid units. The
magnetometer assembly also includes a 2g600 triaxial sample degaussing sys-
tem and a 2g model 615 arm magnetizer.

Thermal treatment was applied in a model td-48sc thermal specimen
demagnetizer manufactured by asc Scientific. Thermally-induced alteration
was monitored using a Bartington ms2 magnetic susceptibility meter with a
47mm loop sensor fitted to the magnetometer track.

Isothermal remanent magnetizations were imparted with an asc Scientific
im-10 impulse magnetizer.

For accurate measurements of bulk magnetic susceptibility, and for meas-
urement of the anisotropy of magnetic susceptibility, I used an agico mfk-1a
kappabridge operating at 976Hz. For measurements of the temperature
dependence of magnetic susceptibility, I used the same kappabridge fitted with
a cs-3 furnace apparatus. All heating was carried out in an argon atmosphere
of 99.999% purity with a flow rate of approximately 100ml per minute.

Optical microscopy was undertaken on an Olympus bx-41 polarizing
microscope equipped with a reflected-light illuminator and a Zeiss AxioCam
MRc digital camera.

Electron microscopy and microprobe analysis were performed using the
jeol jxa-8600 electron microprobe analyser at the University of Otago Geo-
logy department.

Software

I made palaeomagnetic analyses and plots using the PuffinPlot package
described in chapter 4 and appendix A.More specialized plots, such as the rock
magnetic plots in chapter 3, were made with custom scripts written in Python
(Beazley, 2009) using the matplotlib graphing library (Tosi, 2009). I analysed
irm data using version 2.2 of the Irmunmix program by Heslop et al. (2002). I
produced graphical section logs with custom Python scripts making use of the
Cairo graphical library, and with the Inkscape vector drawing program (Bah,
2011).



Appendix D Data

A cd-rom containing the data from this thesis, along with a copy of the Puffin-
Plot program, is included inside the back cover. The contents are listed in
table D.I.
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Folder Contents

kappabridge Data obtained from kappabridge

kappabridge/ams Ams data

kappabridge/tdms Tdms data

magnetometer Data obtained from cryomagnetometer

magnetometer/campbell Campbell Island palaeomagnetic data

magnetometer/fairfield Fairfield Quarry palaeomagnetic data

magnetometer/waipara Mid-Waipara River palaeomagnetic data

magnetometer/rock-mag Magnetometer data from rock magnetism study
(chapter 3)

puffinplot-files Palaeomagnetic data in PuffinPlot format

puffinplot-files/campbell PuffinPlot files for Campbell Island

puffinplot-files/fairfield PuffinPlot files for Fairfield Quarry

puffinplot-files/waipara PuffinPlot files for Mid-Waipara River

optical-micrographs Optical micrographs of slides analysed in chapter 3

electron-micrographs Electron micrographs of slides analysed in chapter 3

probe-analyses Microprobe data from slides analysed in chapter 3

software The PuffinPlot application described in chapter 4

software/puffinplot-packaged The packaged, executable PuffinPlot software

software/puffinplot-source The complete Java source code for PuffinPlot

Table D.I Contents of data cd-rom



Appendix E Access to thesis materials

All the samples used for this thesis are stored in the field-free roomat theOtago
Palaeomagnetic Research Facility at the Geology Department of Otago Uni-
versity. The collection includes both the fully demagnetized samples and addi-
tional oriented core samples suitable for further palaeomagnetic study. (Note
that the demagnetized samples are unlikely to be of use for any future studies,
since the heat treatment caused major mineralogical changes as well as demag-
netizing the samples.) In addition to the oriented core samples, the collection
includes bagged, unoriented offcuts from the cores, suitable for non-palaeo-
magnetic analysis. The collection also includes the samples used for the rock
magnetic investigations of chapter 3.

For access to the thesis materials, please contact the oprf manager or the
Geology Department curator.
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•

Finally: It was stated at the outset, that this systemwould not be here, and at once,
perfected. You cannot but plainly see that I have kept my word. But I now leave
my… System standing thus unfinished, even as the great Cathedral of Cologne
was left, with the cranes still standing upon the top of the uncompleted tower.
For small erections may be finished by their first architects; grand ones, true ones,
ever leave the copestone to posterity. God keep me from ever completing anything.
This whole book is but a draught – nay, but the draught of a draught. Oh, Time,
Strength, Cash, and Patience!

– Herman Melville, Moby-Dick




